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MAIN COMMENTS

The article presents a methodology to estimate parameters of a land-surface carbon and energy balance model (SCOPE) through a Bayesian non-linear inversion framework. First, the biochemical model of photosynthesis is modified to resemble the model implemented in the land-surface model CLM4.5. Then, the values of three important parameters: Vcmax, BBslope (the slope of the empirical function relating net assimila-
tion to stomatal conductance) and LAI are computed for one growing season for three locations characterized by different vegetation types, a C4 crop, a C3 deciduous forest and a C3 evergreen forest. The methodology leads to estimate the seasonality of the analyzed parameters (Fig. 9, 14 and 18) and improve model performance in reproducing carbon and energy fluxes (Fig. 12 and 16). The article is generally well written, although with a large number of imprecisions (see detailed comments). From my evaluation the technical aspects of the inversion algorithm to estimate the parameters are rigorously implemented. However, I have a number of concerns which are detailed in the major comments below.

The authors thank the referee for the careful and detailed review of the manuscript. We consider the work presented in the manuscript as significant as it presents a framework to incorporate different types of observations at different scales and temporal resolutions in detailed process-based models to characterize explanatory dynamics of the ecosystem parameterizations which are either very uncertain or poorly represented in models.

The major objective here was to set up the inversion framework with SCOPE and demonstrate the usefulness in retrieving the temporal parameter variability. SCOPE is a detailed model about canopy physiological processes and energy balance and it can simulate the fluxes, spectral reflectance, SIF and many other variables thus offering a much greater potential. It should be noted that the parameter retrieval from a framework may not always represent actual physiology of the ecosystems. This may be due to uncertainty of the observations (e.g. GPP and LE fluxes), radiation and meteorological forcing data and others. Sometimes these datasets also represent large errors which are then propagated to the model, inversion and finally estimated parameters (sometimes even producing unphysical values). The inversion framework and results presented herein though clearly indicate that with increasing and accurate observations (constraints) we have better and more stable retrievals. We have optimized three key ecosystem parameters by allowing the parameters to take any value in the
real positive space, and in-spite of allowing such a large range we found the optimized parameters to lie within physically feasible values. This may be possible due to detailed and accurate representation of canopy processes within the SCOPE model used in the study. The novelty also lies in the windowed approach and allowing the system (parameters) to evolve over long durations. We have mainly used the GPP and LE fluxes as constraining observations but in the revised manuscript we have now included MODIS reflectance as well and included more examples which demonstrated significant enhancements in LAI and perhaps Vcmax retrievals. The incorporation of MODIS reflectances is a substantial step forward as it makes use of the uniqueness of SCOPE, i.e. the coupling of a carbon cycle model with canopy radiative transfer and full modeling of spectrally resolved reflectances as a function of ecosystem structure. Following the comments, we have substantially revised the manuscript and streamlined the presentation of some material in supplementary information. Your comments thus greatly helped improve the overall content as well as readability.

(i) The algorithm of the Bayesian inversion framework is designed to provide robust numerical results and optimize the model parameters to reduce the mismatch between observations and simulations. However, the same results are likely less meaningful from a plant physiological point of view. This is important given the premises of the authors in giving a physiological interpretation of the parameters (Page 2, LL 7-9). When I see (a) Vcmax changing from less than 10 to 80 throughout the growing season (Fig. 9 and 14), (b) LAI decreasing from 5-6 to less than 4 in the second part of the growing season for a crop, which is expected, at the very least, to maintain the same LAI until harvest (Fig. 9), or (c) a threefold variability in BBslope, I tend to think, there is a considerable adjustment of model structural issues rather than an estimation of meaningful ecosystem parameters. This is hinted by the authors when they say that they do not include evaporation from interception or have a simplified soil evaporation (Page 20, LL 2-4). Surely, Vcmax or photosynthetic capacity have been observed to change seasonally even considerably in a single tree (e.g., Wilson et al 2001; Misson et al 2006; Bauerle et al 2012; Wu et al 2017) but not in a range that cover almost the
entire variability of Vcmax globally (Kattge et al 2009). What would be the physiological explanation for such a variation in Vcmax? The seasonality of leaf nitrogen content is surely much less pronounced. I think what we see in the seasonality of parameters is largely a compensation of model structural inadequacy (e.g., the jumps in correspondence to major rainfall events) and only partially a real seasonality. Better constraints should be placed on the potential range of the parameters. Furthermore, some of these “parameter” as the seasonality of LAI could be tested against ground or remote sensing observations to support or disprove the values obtained in the optimization. It is also not surprising that model results are improved (even though it is not clear how much, since R2 results with the non-optimized model are not reported) since now the parameter space is significantly larger, being parameters allowed to vary seasonally.

The paper presents a Bayesian non-linear inversion framework with a relatively complex process-based canopy radiative transfer and energy balance model (SCOPE) to estimate three key ecosystem parameters. One of the advantages of the framework is the flexibility to incorporate different observations in the measurement vector and different variables in the state vector along with a full posterior error characterization of the state vector. It may be noted that the estimated parameters and their seasonality (in comparison to real seasonality) will include uncertainties in the process representation in the model, the uncertainty in forcing and matching observations. We also note that we retrieve the “effective Vcmax-25”, while carbon cycle models typically include a stress-factor ([0-1]), which scales Vcmax to account for stress factors, which might downregulate photosynthesis. This is an important aspect, as our inversion might eventually enable us to decouple and fit the stress-factor independently under the assumption of a relatively stable “true Vcmax”. In addition, we now also incorporated MODIS reflectances in our inversion scheme, which greatly reduces the variability in Vcmax and LAI and should alleviate these main concerns. We believe that parameters retrieved for the examples represent reasonable temporal/seasonal variability. Thanks to the reviewer for the insightful references we have included these in the manuscript. The reference literature indicates global variability in Vcmax is perhaps much larger...
in the range of 0-150 or 200 (Gronedijk et al 2011, Archontoulis 2012), than what we have found for our study sites.


Literature does support similar ranges of variability of Vcmax in the growing season (for different crop types) as we have found in our inversion results. Changes in leaf nitrogen and more importantly its allocation to Rubisco can cause substantial seasonal variability (e.g. Wilson et al 2000). There may be other biochemical reasons for increasing the photosynthetic capacity which are not parameterized in FvCB equations or even beyond scope of the current study (model structural issues). We have incorporated them in the discussion as suggested later by the reviewer in minor comments.

Section 7 (manuscript)

“There is strong evidence from measurements that under normal conditions LAI and photosynthetic parameters have seasonal variability (Wang et al., 2008; Wilson and Baldocchi, 2000; Wilson et al., 2000) which correlate with observations of energy fluxes. Our model inversion results are in alignment and agree well with these observations. From the results, it can be seen that there is considerable seasonal variability in Vcmax and BBslope (to some extent). Previously many studies have reported measured Vcmax values of similar ranges such as, 0-70 $\mu$ mols m$^{-2}$ s$^{-1}$ (Wilson et al., 2000) for deciduous trees and 0- 80 $\mu$ mols m$^{-2}$ s$^{-1}$ as annual variability in tall Japanese red pine forests (Han et al., 2004). In addition most of the Vcmax variability is also found in systems which have seasonally variable or constant Nitrogen (N) content
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These changes may be mostly attributed to substantial in-season changes in the fraction of total N allocated to Rubisco as well as changes in leaf mass per area (Wilson et al., 2000). In addition, most models including SCOPE have no other method of imposing environmental stress than reducing Vcmax by a stress factor \([0,1]\). The effect of reductions in Vcmax are a reduction in assimilation, which also suppresses transpiration (that is stress might also change BBslope). Thus, we are fitting an 'effective' Vcmax parameter, which factors in effects from true changes in Rubisco content as well as the impact of environmental stress. It may also be possible to have large seasonality variability in BBslope (15 to 25) values (Wolf et al., 2006).


Throughout the description of results, we have now included both prior and posterior R2 values as well as the chi-2 error statistic which now do a much better job of comparing the results and demonstrating the improvement.

(ii) A major issue is also the use of a single year for the three locations. In this way, the robustness of such estimates across different years remain untested. In my view, an important test, would be to use the constant and seasonal parameters over few other years and see if the prediction are better in the case of seasonally variable parameters. Saying that they are better when they are optimized is completely expected and trivial. Finally, I am glad the author consider uncertainty in the flux-tower data \((S_\varepsilon)\), which is a very important aspect given the considerable uncertainties in flux-tower observations, however, how they do (Page 16, Line 2-3) is not very clear nor justified.

We used a single year to demonstrate the approach across three different ecosystems representing both C3 and C4 photosynthetic pathways. The three sites tested have different climates as well and we believe that the inversions across these sites test the approach and demonstrate that it is able to capture the seasonality of the parameters.
As we have shown with our examples that the predictions are better with optimized parameters over their prior constant values across different ecosystems, we are certain this will be true (to different degree) when tested for other years as well. We selected the year 2010 because it was a normal (wet) year without any significant crop stresses. In other years the vegetation may be subject to water or other stresses and there could be some deficiencies in SCOPE model to fully capture them.

Following reviewer comments, we have now incorporated MODIS reflectance bands and added a couple of more inversion retrieval examples. We have included a different year (2009) for the Ozark site as well as added another simulation for the Mead1 site for the year 2010, now including the MODIS reflectance bands. We find the reflectance acts as a much better constraint for LAI and in turn reduces fluctuations in Vcmax and BBslope to provide more realistic parameter estimates. The posterior simulations also show similar or better improvement in prediction of fluxes over their constant priors. These results have been presented in detail in the modified manuscript sections 6.3.2 and 6.4.3. The observation (flux tower) uncertainties are indeed incorporated in the Bayesian framework. In the absence of a formal error estimate from the fluxtower data itself, we currently use an average 10% uncertainty, which might be an underestimate in some cases. However, we can easily change this $S_e$ uncertainty in our retrievals and are open to suggestions from the fluxtower community. This point is further elaborated in the minor comments.

(iii) I also have doubts about the overall novelty of the study. Several other studies have been published using Bayesian approaches to parameter estimation with inverse methods in ecosystem or land-surface models (e.g., Mackay et al 2012, Xu et al 2006; Wu et al 2009; Wolf et al 2006). For instance, the authors do a remarkable job in highlighting the subtle differences of their work with respect to Wolf et al 2006 (Page 3, LL 15-21). Surely, in this article, the model is different, the optimized parameters are different and the inversion methodology has some peculiarity but overall the idea and scope is not much dissimilar from the ones of previous studies. If the novelty is
on technical aspects of the methodology, then “Biogeosciences” may not be the most appropriate venue.

The inversion framework presented here provides a generalized Bayesian non-linear inversion approach for studying the temporal dynamics of the parameterizations from observations using process-based models. We have used SCOPE here because it is fairly sophisticated canopy model which uses spectrally resolved irradiance and also produces spectral reflectance and fluorescence along with water and CO2 fluxes which are coupled through leaf photosynthesis and stomatal conductance. Along with parameter estimations the framework provides posterior error estimates of the parameters. It is important to reconcile the estimated parameters along with their posterior uncertainties measures together for physiologically explaining the temporal variability in conjunction with forcing and observations. We do agree that we haven’t yet really exploited the capabilities of SCOPE in our original manuscript as the inversions presented could have been performed with a much simpler ecosystem model. Thus, we have now added MODIS reflectance data in our inversion framework, which is the first step towards making full use of the SCOPE capabilities, i.e. spectrally resolved canopy radiative transfer (including fluorescence) in the short-wave as well as thermal infrared. This addition on our revised manuscript should set our manuscript apart from previously published research.

A major novelty of the study is that the framework is flexible to adapt to temporal or spectral observations easily (which is not a feature of most available Carbon cycle models currently) and the moving window approach is well adapted for capturing the temporal variability in the parameter space. There are very limited number of studies which are aimed towards capturing the temporal dynamics of the parameters (Wolf 2006 considers temporal variability of the parameters, and differences with the current work are already indicated in the literature review). In comparison most Monte-Carlo approaches (Mackay et al 2012, Xu et al 2006; Wu et al 2009) considers time invariance of the parameters and at the max gives a range of the parameters. These
Monte Carlo methods also does not provide any definite error characterization as the Bayesian methods. This study presents a methodology by elegantly combining different ecosystem observations together to jointly estimate the temporal dynamics of ecosystem parameters using non-linear optimal approaches with process-based models. It is important to characterize the temporal variability of important ecosystem parameters in carbon-cycle or ecosystem models. The windowed approach provides an elegant approach to capturing the temporal dynamics in important ecosystem parameters and potentially more insight into stress events.

As mentioned, we have now modified the framework to assimilate observations of MODIS reflectance bands and match these with the spectral reflectance simulated by SCOPE model. A couple of retrieval examples for different ecosystems are presented. The assimilation of reflectance better constrains LAI and in turn Vcmax and BBslope. The posterior error reduction on parameters is improved as well. This is presented in detail in the revised version of the manuscript.

(iv) Finally, some of the presented material is redundant. There is an entire manuscript part in comparing new and old implementations of the biochemical model of photosynthesis (Section 2.3 Fig. 2, 3, 4 and 5), which is just relevant for the SCOPE model users, since it is quite obvious that if one substitutes temperature functions in the biochemical photosynthesis module, he/she might obtain different results. These types of analyses are carried out by any model developer all the time, without the necessity to write 5 pages of peer-reviewed paper about it. Figure 11 is also very technical and I think it would be more appropriate for an appendix or supplementary material than for a main text. The results described for the three sites are also separated and many explanatory sentences are repeated. Their presentation can be largely streamlined, combining Figure 8, 13 and 17, Figure 9, 14 and 18, and Figure 10, 15 and 19 and removing the repetitive parts, highlighting differences among the case studies, rather than iterating the overall result presentation.

We agree with the reviewer in reorganizing some parts into a supplementary material.
We would like to however keep some discussion related to the newer implementation of photosynthesis in the main text. We have modified the entire photosynthesis module together with its temperature dependence functions (which is at the heart of energy balance) as well as a new A-Ci-gs iteration implementation. It is therefore important to show that the model works (and probably shows improvement!) after the modifications. The modifications are done at the leaf element level but the comparisons are shown at the canopy level, thus the results are not entirely trivial. The main message figures 2-5 and associated text carry is that the results are consistent after the major model changes but there are many subtle and noticeable differences as well indicating room for improvement in terms of optimizing the different parameters representing the processes (lines 8-11, page 11). Following the reviewer suggestions, we have largely streamlined the manuscript, we have moved parts of the manuscript on comparing old and new photosynthesis implementations to the supplementary information along with previous figs 2, 4 and 5. We have also moved Fig. 11 to the supplementary material as suggested by the reviewer. The results section is streamlined and compactly presented with more analysis. Previous version figures 13 and 17 have been moved to the appendix as well.

DETAILED COMMENTS

Page 2 LL 5. See also Wramneby et al 2008; Pappas et al 2013.

Thank you for the references, and we have incorporated them in the manuscript.

Page 2 LL 18-19. Which model do you refer to? LSM, Ecosystem/Vegetation models or the biochemical models of photosynthesis? The first they also require shortwave radiation and precipitation as input and information about soil depth and properties, at the very least.

We refer to the ecosystem/vegetation models, which model the canopy processes to estimate the carbon and water fluxes (calculated as a byproduct of photosynthesis). SCOPE does require the specification of shortwave from which the PAR/APAR is com-
puted. Below ground and surface processes are not simulated with SCOPE, only canopy radiative transfer and energy balance. We have modified the following lines in the manuscript to better reflect this.

“Further, the process based canopy models require some environmental drivers such as incoming shortwave and longwave radiation, air temperature, relative humidity, wind speed, and ambient CO2 concentration, along with a number of leaf and canopy parameters to simulate the fluxes of carbon in terms of gross primary production (GPP), flux of water or latent energy (LE), sensible heat (H), net radiation and others.”

Page 2. LL 26. Rate-limiting, strictly speaking, refers only to Jmax not Rd.

Thank you, we have modified the sentence to clarify this.

Page 2. LL 33-34. LAI in most of Terrestrial Biosphere Models is a prognostic variable not a parameter. As you correctly wrote in Page 3, LL 13-14. I think, this needs to be stated here.

Agreed, we have stated this here to make this point clear.

Page 3. LL 2. LAI can be also estimated from destructive observations.

Agreed and true. We have included this in the manuscript. We would like to note that in the present modeling exercise we characterize the dynamics of LAI over ecosystems and in-destructive methods seems to be the most suitable observations for comparison.

Page 3. LL 12 and Page 4 LL 12. SCOPE can model “spectrally resolved” radiation, but it remains unclear throughout the manuscript how many wavebands and which ones are considered?

A little description about wavelength ranges are already present in the SCOPE model description. The SCOPE model calculates outgoing spectrum of radiation from 0.4 to 50 \( \mu \text{m} \). It resolves top of canopy incoming/outgoing radiation and reflectance in the spectral range of 0.4 to 2.5 \( \mu \text{m} \) @ 1nm wavebands. Further it also computes
the spectrally resolved fluorescence emission in the range of 650 to 850 nm @ 1nm wavebands. It is clarified further that SCOPE considers the fully spectrally resolved radiation in the revised manuscript as follows:

“SCOPE resolves top of canopy incoming/outgoing shortwave radiation and reflectance in the spectral range of 400 to 2500 nm at 1nm wavelength bands. Further, it also computes the spectrally resolved fluorescence emission in the range of 650 to 850 nm at 1nm wavelength bands.”

Page 3. LL 22 See also Mackay et al 2012.

Thank you, we have included the study in the introductory paragraph.

Page 3. LL 25. I would write “often the associated computational costs. . .”

Agreed we modified the sentence as suggested.

Page 3. LL 26-31. While I completely agree that modeling SIF and comparing SIF with observations is very important, since SIF is not explicitly used in this manuscript, such a long paragraph in the introduction, deviates from the main focus of the article.

An important feature of the inversion framework we develop is the ability to bring in different data streams to investigate the dynamics of ecosystem parameters and fluxes. This is particularly relevant when we use this framework with SCOPE as it can model the fully spectrally resolved canopy reflectance as well as the fully resolved SIF emission spectrum. Although initially we have focused on carbon and water fluxes as the main input data streams for the inversion we have now revised the manuscript to include simulations with satellite (MODIS) reflectance bands to demonstrate some of this capability. We believe this is a unique advantage of using SCOPE in enabling use of data from different sensors. We feel that the description of this potential fits well in the introduction, as more SIF and spectrally resolved observations become available this framework can be utilized to better constrain and/or retrieve the dynamics of more ecosystem parameters.
Page 4. LL 26-28. So, in the end, how many prognostic temperatures do you resolve in the system? E.g., 2 temperatures for each layer for how many layers?

In SCOPE we resolve the sunlit and shaded temperatures for 60 vertical layers in the canopy. The vertical canopy is divided into 60 layers (standard implementation in SCOPE) to add up to total LAI.

Page 4. LL 28. Since you brought this up and this is not an easy problem to solve. Are iterations repeated until convergence? Which tolerance is used for convergence? If not, how many iterations are used?

Internally within SCOPE the tolerance used is the energy balance within the canopy, the iterations are repeated till convergence. The convergence criteria is an energy balance closure error <= 1.0 W/m². If the convergence does not occur within 100 iterations, the iterations are terminated and the energy balance error is stated.

Page 5. LL 10-16. I found this part explaining differences with CLM4.5 at least awkward. As a reader I want to know what you do now, not what was different from CLM4.5 in the previous model version.

We have presented that in the existing SCOPE version the implementation of Photosynthesis and its temperature dependence are in line with the older CLM4.0. However, we update the biochemical module to make the Photosynthesis and particularly its temperature dependence fully consistent with a major Earth System Model component CLM4.5 which is improved and broadly accepted by the community. Temperature dependence was a major improvement in CLM4.5 which we have implemented in the current SCOPE version. The important and major changes made to the SCOPE model are then further listed.

Page 5. LL 20-21. Please move to an earlier part of the section the explanation of what CLM is.

We agree with the reviewer and have now included the brief description of CLM (4.5)
earlier in the section where CLM is mentioned for the first time.

Page 6. LL 1. There is no mention of the parameter “intrinsic quantum use efficiency” or “quantum yield of photosystem II” depending how it is expressed. While it is considered constant by most biochemical models, this could also exhibit some variability (e.g., Skillman 2008) and could have been integrated in the optimization framework.

The quantum efficiency/yield of PSII for C3 photosynthesis is mentioned in the details (Appendix equation A6). As mentioned by the reviewer the value of max PSII yield is currently assumed to be constant as 0.85 in SCOPE biochemical module and could potentially be included in the optimization framework (also like temperature dependence parameters, etc). In the present work we would like to demonstrate our approach with the three important parameters and later on work with expanded or more targeted parameter space.

Page 6. LL 4-5. As before, please delete the second part of the sentence “in the earlier SCOPE version it was implemented as potential ETR x CO2 per electron”, this is not relevant here.

Thank you, we have deleted this part of the sentence.

Page 6. LL 15-20. Cs is not defined, but it must be the CO2 concentration on the leaf-surface, otherwise a leaf boundary layer resistance would be necessary in Eq. (1) and (2).

Thanks for the comment, yes Cs represents the CO2 concentration on the leaf surface we have included this in the description.

Page 6. LL 26. Iterative methods to solve the A – Ci – gs system were already included in ecohydrological models, (e.g., Ivanov et al 2008 and other land-surface models before that).

Thanks again, we have included this reference in the manuscript. In the present study we have included a Newton-Raphson scheme in SCOPE for the convergence of the A-
Ci-gs convergence. This iteration was absent (or some complex unpublished scheme was present) in previous SCOPE versions.

Page 7. LL 1. This is repetitive, it has been already stated a few times.

We have removed this sentence.

Page 7, LL 6-7 and Figure 1, Caption. It is not clear what $\pm \sigma$ variability means. It is the variability in the parameters of the temperature functions, how $\sigma$ is defined? Is the standard deviation of which parameter? What data from Leuning 2002 are considered/used for the plots? Are the temperature parameters rather than data taken from Leuning, 2002?

The parameters referred here (Fig 1) are the activation energy, deactivation energy, entropy in the temperature response functions of $V_{cmax}$ (Appendix eqns B1, B2). The mean values and standard deviation ($\sigma$) are all computed from actual data of the parameters provided in the Leuning 2002 paper, the response functions are then plotted in figure 1 with these parameters. We have made the wording clearer in the caption and text to explain this part.

Page 7. Line 16. The two sites are not defined yet, their description is arriving much later in the manuscript, while it should be made upfront.

We agree that the site descriptions appear a little later in the inversion result sections, this is also clearly indicated in the parenthesis in the manuscript text. As also pointed out later the results shown in this section does not relate much to the explaining the physiological behavior of plants but rather as a comparison to show model improvement/consistency. The simulations with the SCOPE although required real observations and we show some actual comparison of GPP with tower values to show the model behavior after making changes to the model. We felt the actual meteorological/crop settings would be more relevant when looking at parameter optimization/flux results and hence would like to present these at a later stage (result section) in the
Page 8. Line 5, Figure 5 and Page 11 Line 4-6. Which version has been calibrated to the data? It is not surprising that the newer implementation is closer to observations, if Vcmax or other parameters have been optimized for the newer version. For instance, in Figure 5b you could likely adjust the value of Vcmax to obtain an opposite behavior, where the old model is unbiased and the new one is.

The results presented in figures 5 and 2 only indicate the improvement/change in carbon and water fluxes due to changes/improvement made to the SCOPE model, specifically the implementations in modeling photosynthesis, its temperature dependence functions and the A-Ci-gs iterations. For these results same parameterization is used (not optimized yet but using reasonable values) and shows the difference in results obtained from old version and new modified version of the SCOPE model. What we have now moved these figures to the supplementary information, what we show is that with same parameterization but with improved process representation (photosynthesis, temperature dependence, etc) the model does a better job in capturing the fluxes.

Page 8. Line 9-10 and Figure 3 and 4 caption. I do not think you are showing any result for the Missouri Ozark site or Nebraska-Mead-1, you just use the meteorological forcing and C3 vegetation type derived for these sites to run the two version of the biochemical model and make a comparison. Strictly speaking you could have done a test varying temperature, VPD, and PAR for C3 and C4 vegetation without referring to any specific site. However, I do not find this part generally insightful for a journal article.

We partially agree, figures 3 and 4 (previous version) just illustrate the difference between two (old and new) model implementations, but we would like to argue that these results are a part of the model comparisons which also includes figures 2 and 5 (previous) where we show site specific data such as GPP and LE comparisons. We therefore believe that it may be relevant to show the comparisons with real site-specific meteorological forcing data as well. Also, it may be erroneous to generate all the meteorological
forcing synthetically as it may generate combinations of forcing variables (such as T, VPD or RH) which are unphysical and this may also lead to unphysical model outputs when driven with these forcing. Finally, we believe that the comparisons are necessary and important, we have modified the entire photosynthesis module together with its temperature dependence functions (which is the heart of energy balance) as well as a new A-Ci-gs iteration implementation. It is therefore important to show the model works (and probably shows improvement!) after the modifications. The modifications are done at leaf element level but the comparisons are shown at the canopy level. The messages figures 2-5 (previous) conveyed are that the results are consistent after the major model changes but there are many subtle and noticeable differences as well indicating room for improvement in terms of optimizing the different parameters representing the processes (lines 16-19, page 9 revised version). This description has now been streamlined and figures 2, 4 and 5 have been moved to the supplementary information.

Page 13. Line 4. The Jacobian depends on the linearization point, Xl, which is somehow approximated for any optimization window. This is discussed later but maybe it should be stated here already.

We have already briefly stated that the Jacobian for SCOPE is estimated numerically here, the formulation of moving window are stated later and therefore the method of setting up and estimating the Jacobians are also stated along with it.

Page 13. Line 14-15. It is fine to have a more in-depth treatment in the appendix, but at least you need to define the terms, Ki (the Jacobian matrix) is never defined at this stage of the article. Thank you, we have defined Ki here at this step.

Page 14, Figure 6, and also Page 22, LL 5-6. Some of the derivative values are a bit surprising. Why LE is decreasing with increasing LAI? Is due to self-shading effects? This is generally counterintuitive. Even more difficult to understand is why
LE decreases with increasing Vcmax. Higher photosynthesis should lead to higher stomatal conductance and thus higher LE, especially in a model like SCOPE. These unexpected behaviors need justification.

The decrease in LE with an increase in LAI may indeed be due to self-shading effects, but we can’t say for sure. We agree that some of these derivatives appear counter-intuitive from a leaf-level perspective but we obtain these from the SCOPE model and obtain stable inversions. One reason might be the full coupling of the energy balance, as leaf (and canopy) temperature changes when parameters like Vcmax are changed. In general, the nature of the Jacobians also depends on the meteorological conditions (temperature, VPD, RH etc) and their integration from leaf element level to canopy level is non-linear as such we expect the Jacobians to be diverse and maybe counterintuitive. As stated in the text: “this diversity and nature of the Jacobians allows us to explore the optimality of the many parameters together representing linked non-linear physiological processes within the canopy”.

Page 15. Figure 7 caption. You need to specify what is “m” and what is intended here for $\Delta X$. Plus, it should be better stated what the measurement vector refers to, since the derivative must be computed with model outputs.

Thank you, we have modified the figure caption to reflect and better explain the above-mentioned points.

Page 16. Line 2-3. The observational error matrix $S_\epsilon$ is quite important given the general uncertainty of flux-tower observations. However, from such a brief description “using noise standard deviation as 10% of observations” is not clear how this is computed. Does it mean that you assume an uncertainty of 10%? This is likely quite a low number in the context of flux-tower observations (e.g., Leuning et al 2012).

Thank you, our Bayesian inversion framework includes both observation noise and parameter prior errors which can be adjusted as per different site conditions to better optimize the retrievals. We assume that the flux observations have uncertainty of 10%.
The actual uncertainty of flux observations is hard to characterize and also not available readily that is why we have made this assumption. The surface energy balance closure error has been generally reported to be around 10-30% (Wilson et. al, 2002, Von Randow et. al, 2004, Sanchez et. al 2010) and is found to be dependent on time-scales due to differences in energy storage terms in ecosystems (Reed, et. al 2018) (Leuning et. al. 2012 specifies closure for 8% of sites sites with half hourly datasets). However, the important point we demonstrate here is the feasibility of the approach in parameter retrieval with full posterior error characterization using suitable apriori uncertainties. We have included some discussion to state this point and the scope of characterizing the observation noise better in the framework.


Page 16. Line 5. Which iteration step? The current one? This is relevant since K depends on where it is computed.

Yes, the Jacobian matrix K is computed at every iteration step, we modified the text to make this clear.

Page 16. Line 6-7. I am not sure I can see very well the concatenation between observations Y and modeled values F(X) in Figure 7. I just see \( \Delta Y \).
The concatenation is performed for different variables (GPP, LE, etc) represented in different colors in the figure, it is done for both observations (tower fluxes) and modeled values separately, $\Delta Y$ represents the difference in observations and modeled values. We have clarified this in the figure caption and also the associated text.

Page 16. Line 20-22. I agree with the authors that 3-days sounds as a reasonable length for separating the time scales of parameter variability and meteorological forcing. But, what does it happen if you modify the time window and instead of 3 days you select 7 days or 15 days? Do you get similar seasonality of parameters? This is a test, which could be relevant in the scope of this article.

For the present problem 3-day sounds a reasonable length of the time-window, some early and initial testing with daily, 2-day windows also captured the seasonality. Windows of 7 or 15 days may be a little too long especially if there are artifacts in the forcing or observations data (as we have seen in many cases) it will make our parameter estimations poorer. The results will also depend on the parameter set we are optimizing, for the current set ($V_{cmax}$, $BBslope$, LAI) 3 days seems an appropriate window. We have not tried longer time-windows in our setup yet but assume they will work equally well if the boundary conditions (T/VPD, etc) don’t change dramatically over the time-window. This might be something to test in the future.

Page 16. Line 24. I do not find where this is mentioned in Section 5.

This point is briefly mentioned (Details are in Rodgers 2000 which is referred in the article). The detailed criterion is: The strategy to update $\gamma$ is that we compute $R$ which is the ratio of the true change in cost function to the expected change in cost function. If $R > 0.75$ reduce $\gamma$ (factor of 2), update $X$. If $R < 0.25$ increase $\gamma$ (factor of 10), do not update $X$.

Page 17. Equation (17). The subscript “jj” is undefined.

Since $S$ or $Sa$ is a matrix, the index “jj” refers to the diagonal elements here, have
clarified this point in the text.

Page 18. Figure 8. Did you see that incoming shortwave radiation is reconstructed and actually almost equal for the first 60 days? Afterwards, fortunately, you do not use this period because it is not in the growing season, but such type of artifacts, which are frequent in Fluxnet data, could jeopardize your procedure. This may need a mention.

Thank you, artifacts in the flux data influence the inversion and optimization greatly and affects the results. We added the following lines of discussion on this point. “Apart from observations, it should also be noted that filtering and quality control may be necessary for the meteorological and/or forcing fluxes as artifacts in the data can influence the inversion and optimization and greatly affects the results.”

Page 18. Line 8. Why did you select a single year? I think it would be rather important to see how seasonality of parameters is retrieved in different years.

We used a single year to demonstrate the approach across three different ecosystems representing both C3 and C4 photosynthetic pathways. The three sites tested have different climates as well and we believe that the simulations across sites does test the approach and demonstrate that it is able to capture the seasonality of the parameters. It is also almost certain that seasonally variable parameters over constant values will show improvement in prediction over any other years as well. We selected the year 2010 because it was a normal (wet) year without any significant crop stresses. With crop stresses model structural deficiencies (also in SCOPE (e.g in the stomatal conductance model or absence of plant hydraulics representation) may appear thus hindering the retrievals. Through the results across different ecosystems we demonstrate the approach works in terms of capturing seasonality of important ecosystem parameters which otherwise are often considered as constant values in the models. Following the reviewer suggestions, we have also added further support to our findings by including the simulation for the year 2009 for the Ozark site as well as including the MODIS reflectance in the inversion. The parameter retrievals are found to be better
constrained but having similar variability across the season. The results are presented in detail in revision.

Page 19. Line 8-9, Please provide references for such changes in BBslope, LAI and Vcmax if they are found to be reasonable, which I do not think it is the case for BBslope and Vcmax.

We believe the temporal variability in Vcmax (and order of magnitude) presented in the manuscript is very much feasible. This is already stated above in response previously and we have cited the proper references as well following the suggestions.

Wilson et al 2000 reported values of 0-70 \( \mu \text{mols m}^{-2} \text{s}^{-1} \) for Vcmax (Fig 2) for the deciduous trees also similar large ranges are reported in figs 3-5.

Han et al 2004 reported measurements of Vcmax over an entire year in the range of 0-80 \( \mu \text{mols m}^{-2} \text{s}^{-1} \) (Fig. 3)

Gronedijk et al 2011 presented the seasonality of Vcmax over cold, warm and temperature regions for grassland, savanna, broadleaf deciduous and evergreen forests. The ranges over a year vary from 0-150 \( \mu \text{mols m}^{-2} \text{s}^{-1} \) (fig, 5).

Archontoulis 2012 also presented Vcmax experimental values for crops ranging from 25 to 150 \( \mu \text{mols m}^{-2} \text{s}^{-1} \).

It may also be possible to have large variability in BBslope values Wolf et al 2006 showed that seasonal variability in BBslope could vary from 15 to 25 (fig 7a).

Page 20. Line 12 and captions of Figure 10 and also Figure 15 and Figure 19. If it is a “correlation coefficient”, why the symbol \( r^2 \) is used, this is typically reserved for the “coefficient of determination”, and not for the correlation coefficient, which is typically indicated by \( r \).

The correlation mentioned here is the correlation in terms of two random variables \((x,y)\), this is defined as \( \text{COV}(x,y)/(\sigma_x \sigma y) \). We have changed it to more standard symbol such
as $\rho$ throughout the manuscript.

Page 21. Figure 11. The x-label with the indexes is not defined in the figure caption but only in the main text.

The x-label is an index representing the sequence (of values) after the observations are concatenated. We have indicated the meaning of the indices in the caption.

Page 22. LL 7 and LL 10 and Figure 12 caption. How much is it this “net improvement”? The value of $R^2$ for the previous parameter set is not reported, values are only reported for the optimized model.

We have computed the value of $R^2$ for the unoptimized parameter set and added them for every example in the paper which makes the improvement clear. In addition, we have also reported the chi-square statistic for comparing the results.

Page 23. LL 12. It is quite well-known that the growing season is longer for a deciduous forest than for a crop. I would suggest eliminating “we find”.

Thanks, we have made the correction.

Page 24, LL 13 and Page 29, LL 6-7. What could justify a threefold change of BBslope in a single growing season? This is theoretically an intrinsic property of the stomatal regulation, I can see how can change during leaf development (very first part of the growing season) or if water stress occur, but I do not see what can justify such a large variability throughout the entire season.

The BBslope results presented (just with flux observations) does not show three-fold change everywhere, for the deciduous site at Ozark the BBslope changes between DOY 100 and 250 are very subtle and small with the values varying between 5-7. There is a sudden rise after DOY 250 but the error reduction (uncertainty) measure also indicates there could be some error in the retrieval after DOY 250. For the Evergreen forests the three-fold variability could be representative of the stomatal activity after a dominant cold season and it could be a model structural issue as well (as now
described therein). For the mead crop again the general variability is between 5-15, at the peak growing season some of the reasons for overestimation around DOY 220 due to evaporation from wet canopies has already been presented (lines 1-5 page 20 in the text). Moreover Fig 8 also represents that the values around these times are more uncertain compared to other times of the year. Finally, it may be possible for large variability in BBSlope values Wolf et al 2006 (Fig 7a) showed that seasonal variability in BBSlope could vary from 15 to 25. The newer simulations and comparisons with MODIS data also reflect that it could be much better constrained in our case the improvement is clear for the mid-season spike for the Mead1 site

Page 25. LL 13-16. The value of R2 for the previous parameter set is not reported, values are only reported for the optimized model. How much the results were improved remains unverifiable, although clear from Figure 16.

Thank you, yes, we have added the value of R2 for the unoptimized case as well to make the improvement clearer.

Page 27. LL 2-6. Please consider that at Niwot Ridge snow-cover is affecting energy exchange and potentially GPP for a large fraction of the year. It is true that you focus only in the snow free-period, but this confounding element needs to be stated somewhere.

Thank you, this point stated in the manuscript where the Niwot ridge site is discussed.

Page 27. LL 10. The constraint on LAI from observation is a very good addition to the modeling exercise, I would have liked to see this type of constraints placed also for other sites, or parameters, whenever available.

Thank you, the constraint on LAI for Niwot ridge was available from literature, in comparison constraints on Vcmax or BBSlope are much harder to obtain. We have now added MODIS data as well to enable better constraints at the other sites.

Page 29. LL 16 and Page 30 LL 4-5. I am sorry, but I am thinking you mostly re-
retrieve “model parameters” and not “ecosystem parameters”, and I also tend to think you are “overfitting” the SCOPE model rather than constraining it. The advantage of using seasonality of parameters for predictive simulations (e.g., in other years or other conditions) remain to be tested.

We would like to argue that the retrieved model parameters which are representative of ecosystem parameters. We have utilized the fluxes at ecosystem level from flux towers in process-based canopy models (assuming homogeneity in ecosystems). The results obtained from the inversion are thus representative of the ecosystem parameters with certain uncertainty. Some information about overfitting may be examined from the chi2 values computed during the inversion (which are not presented in the manuscript) but the reduction in chi2 values (posterior simulation) after optimization indicate that these points may not be overfitted. The posterior error reduction of the retrieved parameters also indicates a clear error reduction in all parameters. Some testing about predictive ability in other years is also provided with simulation at Ozark with reflectance constraint for the year 2009. The method is also further tested for different climatic conditions and vegetation types across different ecosystems.

Page 29. LL 22. Yes, LAI and Vcmax have seasonal variability but for Vcmax unlikely in the order of magnitude that is presented here.

The optimized parameters also include the uncertainty associated with observations as well as errors in the process representations of other unoptimized parameterizations in the model. The variability of Vcmax we have obtained is not highly unlikely (as mentioned in the previous comments and supported with references), our optimization and inversion framework also account for full posterior error characterization and test of independence (correlation coefficients). The results of optimized Vcmax must also be therefore interpreted with these uncertainty measures. As presented earlier the variability in Vcmax may be due to seasonal variability in relocating nitrogen to Rubisco and further other stress factors which may be lumped into the Vcmax values. Please note that the addition of MODIS reflectances has now greatly reduced the variability in
LAI and Vcmax.

Page 29. LL 27-30. While interesting the discussion on SIF is out of place, since SIF is not used or treated in this article.

We have already extended our work by incorporating satellite reflectance in the inversions. We would like to mention SIF here because it is an important output from SCOPE model (spectrally resolved) and the inversion framework is easily adaptable to incorporate these observations which is an important future research direction.

Page 30. LL 16. Optimality approaches (e.g., Medlyn et al 2011, Katul et al 2010) do not typically comprise soil-moisture dependences, which therefore need to be included as additional parameterizations.

We agree and indicated this point in the discussion.

Page 30. LL 18. Rather than “better solution”, I would say it can provide “optimized model parameters.”

We have changed the wording as suggested.

Page 30. LL 19-25. All this paragraph is emphasizing the technical aspects of the “optimal inverse estimation of the parameters”, I am wondering if this is the most effective way of concluding the manuscript.

We have revised this to include physiological aspects into the discussion.

Page 31. LL 7-8. This sentence is quite repetitive.

We have removed the sentence.

Page 34. LL 9. I would suggest to write “will allow us”.

Thank you we have made the change.