Reply to Referee #1

We thank referee #1 for the helpful comments. We have addressed the referee’s concerns as explained below.

- title: The title is somewhat too general in my opinion. The manuscript doesn’t focus on the whole North Atlantic, just the Irminger and Iceland basins. Also, the controlling factors for the pH change are determined. I’d therefore suggest changing the title into: “Ocean acidification in the Irminger and Iceland basins (of the North Atlantic): mechanisms controlling pH changes’ or equivalent.

Following your suggestion and suggestions from Referee #2 we changed the title into “Ocean acidification in the Subpolar North Atlantic: rates and mechanisms controlling pH changes’.

- l. 63-64: ‘Here. . .measurements’ I would change this sentence in various ways. First, ‘an extended period’ sounds a bit vague. Better state: ‘for a 34-year period’. Second, OA is a term used for collective CO2 chemistry changes, while you only quantify the drivers of pH change. This must be made clear here. Third, here would be a good place in the manuscript to already shortly mention how these drivers were identified (i.e. by decomposing the observed pH change into five numerically estimated factors)

Following your suggestions we changed this sentence into “Here we quantify the pH change for a 25-year period and identify its chemical and physical drivers by decomposing the observed pH change into five numerically estimated factors (temperature, salinity, alkalinity, anthropogenic CO2 and non-anthropogenic CO2), all based on direct measurements”. Note that the timeframe of the study has decreased to 25 years since, following suggestion of Referee #2, TTO data was excluded from our study.

- Methods: It is not clear to me if there were cruises where more than two variables were concurrently measured and if so, how these were handled throughout the manuscript in terms of internal consistency. Line 75 implies that such overdetermined stations were present and I’d suggest adding to Table 1 which parameters were measured at each cruise. In the way I understand it, for all samples DIC was measured, and one or both of the variables AT and pH was measured. In the case pH or AT was not measured, it was calculated or estimated from the regression algorithm, respectively. Figures 2c,d,f show these data. The remainder of the calculations (Sects. 2.2 and 2.3), however, only use DIC and AT (i.e. the data presented in Figures 2d and f) and calculate pH from these two variables. If I’m correct, please add this to the manuscript more clearly. If I’m incorrect, please provide a clearer description of which variables were used for which analysis.

Sorry for the confusion. We added the suggested column to Table 1. We also added some explanatory comments in the 2.1.2 section (Ocean CO2 chemistry measurements). The first sentence was changed to: “The twelve cruises selected for our study have high-quality measurements of the seawater CO2 system variables (Table 1)”, since there are cruises with DIC measurements only. We also added the following sentence to clarify how we obtain DIC values when not available: “For the cruises where direct DIC measurements had not been performed, it was computed from AT and pH using the thermodynamic equations of the seawater CO2 system (Dickson et al., 2007) and the CO2 dissociation constants of Mehrbach et al. (1973) refitted by Dickson and Millero (1987).”
- 1. 99-100: Is a confidence interval of $2\sigma$ or 95% used throughout the manuscript? If so, please add.

    Thank you for your comment. We noticed that we were using incorrectly the term ‘confidence interval’. In lines 99-100 the term ‘confidence interval’ was not correctly used and, therefore, it was deleted. In the revised manuscript we have replaced the term ‘confidence interval’ with ‘standard deviation’. We only used the confidence intervals in figures 3-6, where we defined what we use as confidence interval ($2\times(\text{standard deviation})/\sqrt{N}$, where $N$ is the number of samples), which is a 95% confidence interval since the samples are independent.

- 1. 117-119: This statement needs some more explanation. What is ‘preformed AT’ and how is it determined?

    We added the following explanation at the end of the paragraph: “The $A_T^0$ is based on the concept of potential alkalinity ($PA_T = A_T + NO_3 + PO_4$) and is defined as $A_T^0 = PA_T - (NO_3^0 + PO_4^0)$ (Vázquez-Rodríguez et al., 2012a), where $NO_3^0$ and $PO_4^0$ are the preformed nitrate and phosphate concentrations, respectively. $NO_3^0$ and $PO_4^0$ are determined as $NO_3^0 = NO_3 - AOU/R_{ON}$ and $PO_4^0 = PO_4 - AOU/R_{OP}$. In the former equations $AOU$ stands for Apparent Oxygen Utilisation, which is the difference between the saturated concentrations of oxygen calculated using the equations of Benson and Krause (1984) and the measured concentrations of oxygen; $R_{ON}$ and $R_{OP}$ are the Redfield ratios proposed by Broecker (1974)”.

- 1. 131, Table 2: why is pH at 25ºC used for this uncertainty analysis, while the remainder of the manuscript deals with values at in situ temperature? Assuming a near-steady state as the authors do, it shouldn’t matter which of the two is used.

    The purpose of Table 2 is to give an estimate of the reproducibility of the analysis and calculation methods. This reproducibility gives insights about the goodness of the data for trend analysis. Since trends are determined using pH at in situ conditions, we followed your suggestion and we changed the pH reported in Table 2 to pH at in situ conditions.

- 1. 150-151: Why is this interval of 50-100 dbar chosen? What is the mixed layer depth in these basins? And is this replacement of the upper layer data also done for the construction of Figure 2? This should be made clear.

    Following the comment of Referee #2 about the same issue, we have slightly changed the methodology and now we removed the data from the photic layer (pressure < 75 dbar). We also removed this upper data to construct figures 1 and 2.

- 1. 155-157: In combination with the caption of Table S1, this statement is somewhat confusing. Only from this caption I understood that pH in Table S1 (and also Figure 3, and $\text{dpH}/dt \_\text{obs}$ in Table 3) was calculated from DIC and TA rather than interpolated from measured pH values. This is important information that needs to be part of the main text. Moreover, I’m curious as to whether the authors have tried correcting the measured pH values for the mean pressure of the layer cf. Millero (1995) and how this compared to the average pH estimated using this method.

    We are sorry for the confusion. In fact, pH in Table 3 and Figure 3, and in the newly added Table S2 of the Supplementary Information, was calculated as you state. Therefore we changed the statement of lines 155-157 by the following
statement, hoping that it is clearer now: “The exception comes with pH_{Tis}, which is pressure sensitive, and for which we needed to define a unique reference pressure to remove pressure effects due to varying sampling strategies. pH_{Tis} was calculated using the layer average values of DIC and A_T for the considered year but using the time-averaged pressure of the layer over the studied time period as reference pressure”.

Regarding the pressure correction proposed by Millero (1995), we did not perform this correction to our data. Millero’s corrections were developed to correct the data before computer power was sufficient enough to perform the proper calculations. In our study, we took the advantage of the CO2SYS software (Lewis and Wallace, 1998; van Heuven et al., 2011), making not necessary the use of the corrections proposed by Millero (1995).


l. 161: Does a change in salinity also include the effect due to a change in borate? If so, what salinity – borate relationship is used? This information should also be added to Sect. 2.1.1.

Yes, the change in salinity includes the effect due to borate change since when changing salinity A_T and DIC are maintained constant. Regarding the salinity-borate relationship, we used the constants recommended by Glodap v2 and by the ‘Guide to Best Practices for Ocean CO2 Measurements’ of Dickson et al. (2007), which are the constants of Uppström (1974). We added the following clarifying statements in reference to this doubt: “Changes in temperature and salinity influence the equilibrium constants of the oceanic CO2 system. Additionally, changes in salinity influence the borate concentration, whose influence is taken into account by the relationship proposed by Uppström (1974)”.


l. 166, eq (2): Why is δpH/δDIC not split into δpH/δCant and δpH/δCnat? This is one of the few points of the manuscript that is really unclear to me. The authors should be able to vary Cant while keeping Cnat constant and thus calculate these factors separately.

We did not split δpH/δDIC because the change in pH per unit of DIC is going to be the same if the DIC molecule is C_{ant} or is C_{nat}. Hence, we think it is not necessary to split the ‘buffer factor’ between C_{ant} and C_{nat}. We added the following clarifying statement: “Note that sensitivity of pH_{Tis} to changes in C_{ant} is the same as the sensitivity to changes in C_{nat} since both are DIC, and, therefore, only δpH_{Tis}/δDIC is necessary”.

l. 167-173: It is important that the authors clearly state how they calculated the data presented in Table 3. Therefore this section needs some improvement. I assume that dvar/dt is calculated based on the regression lines presented in Figures 4-6 (which are based on annually interpolated data). It remains unclear, however, how δpH/dvar is estimated. It is important to realise that δpH/dvar is not a constant parameter, its value calculated from the 1981 data will be substantially different from that calculated based on the 2015 data (see, e.g. Riebesell et al., 2009). What is the ‘mean pH’ the authors refer to in l. 167? (and, similarly, what is the
‘real average value of var’?) Is it the mean pH of a certain layer of the 34-year period or the mean pH of that layer for each (annually interpolated) year? I assume it is the latter, and therefore it would be very interesting to see the temporal evolution of all the partial differentials over time. Could the authors add these data to the manuscript or supplementary information? Presenting the temporal evolution of these ‘buffer factors’ can also aid the discussion in Sect 3.2.

As stated on lines 171-173, trends of all variables involved in Eq. 2 (and therefore in Table 3) were calculated using the annually interpolated data. As you stated, \( \frac{d \text{var}}{dt} \) were calculated based on regression lines presented in Figures 4-6. Regarding the terms ‘\( \frac{\partial \mathrm{pH}}{\partial \text{var}} \)’, we calculated the pH for each layer and year (also for the interpolated years, without cruises) keeping all but the parameter in question constant and equal to the mean value for the layer over the study time period. With an example, if we want to calculate \( \frac{\partial \mathrm{pH}}{\partial S} \), what we do is to calculate a pH for each layer and year using the average S value for each layer and year but the mean values for each layer over the studied time period (1991-2015) for the rest of variables (T, A_T and DIC). To make this clearer in the text, we changed the sentence in lines 167-173 by: "To estimate \( \frac{\partial \mathrm{pH}_{\mathrm{Tis}}}{\partial \text{var}} \) (where \( \text{var} \) refers to each of the drivers: T_{iso}, S, A_T and DIC) we calculated a \( \mathrm{pH}_{\mathrm{Tis}} \) for each layer and year using the layer average value of \( \text{var} \) for each year but keeping the values of the other drivers constant and equal to the time-average value for the layer over the studied time period”.

We are aware that the ‘buffer factors’ change with time and that the system is not linear. However, since we split the studied region in different layers, the range of variation of the parameters within each layer during the studied time period is small (the ± of Table S1 gives insights about this small variability), and then, we can assume linearity. Also because of the small range of variation of the parameters within each layer, the range of variation of the ‘buffer factors’ is also small, and we can neglect their change when calculating the change in pH due to each of the proposed controlling mechanisms. I am enclosing an example about the change of ‘\( \frac{\partial \mathrm{pH}}{\partial \text{DIC}} \)’ in the SPMW layer of the Irminger basin. The red points show the ‘\( \frac{\partial \mathrm{pH}}{\partial \text{DIC}} \)’ values for each year, and the black point is the ‘\( \frac{\partial \mathrm{pH}}{\partial \text{DIC}} \)’ used in the study. As you can see, the change of ‘\( \frac{\partial \mathrm{pH}}{\partial \text{DIC}} \)’ over time is negligible, and the value used in the study is the mean value for the period 1991-2015.
We added the following statement to clarify this question in the manuscript: “Given that the variability of the physicochemical properties within each layer is relatively low (see standard deviations of the averaged values in Table S1), we can assume that these derivatives are constant over the studied time period and use a constant derivative value for each layer.”

- l. 212: An explanation is required of what the ‘saturation of Cant’ involves. I saw later that it is explained in l. 294-297, so I would move this explanation forward to Sect 3.1. In terms of Eq. 1, would a saturated Cant mean that ΔC_bio and ΔC_diseq are 0?

We added a similar explanation to that found in lines 294-297 (“approximately 80% of the C_an concentration expected from a surface ocean in equilibrium with the atmospheric CO2”). Regarding the doubts about Eq. 1, the term ΔC_diseq is never 0 since it depends on the conditions of the water mass at the time of its formation. It is known that water masses are not in complete equilibrium with the atmospheric CO2 concentration when formed (see Matsumoto and Gruber, 2005). Besides, a disequilibrium in the C_an content with respect to the atmospheric C_an is expected, since ocean in uptaken C_an. Therefore, the surface layer is never saturated in C_an. To sum up, a water mass can be saturated in oxygen, and hence ΔC_bio is 0, but ΔC_diseq is never 0.


- l. 236-240: I believe that the authors should elaborate on why their pH decrease in the Irminger basin is so different from the values presented by Bates et al. (2014), rather than just stating that the Bates et al. (2014) value ‘is exceptionally high compared to the other time series summarized here’. The work of Bates et al. (2014) is also done on seasonally detrended time series and the obtained rate of change is statistically significant (P<0.01), so the fact that the results of both analyses are so different should be the basis for an interesting scientific discussion. Bates et al. (2014) link the high rate of pH decrease in the Irminger Sea directly to the high rate of increase in DIC (1.62 ± 0.35 µmol·kg⁻¹·yr⁻¹) observed at this site, which is almost twice our rate of increase in DIC (0.64 ± 0.07 µmol·kg⁻¹·yr⁻¹, Fig. 5c). This is based on data from only one site, further north than our section, and indicates that spatial variations are substantial in this region”. We do not have enough information to elucidate other possible explanations.

We added the explanation given by Bates et al. (2014): “Bates et al. (2014) linked the high acidification rate found at the Irminger Sea time-series to the high rate of increase in DIC (1.62 ± 0.35 µmol·kg⁻¹·yr⁻¹) observed at this site, which is almost twice our rate of increase in DIC (0.64 ± 0.07 µmol·kg⁻¹·yr⁻¹, Fig. 5c). This is based on data from only one site, further north than our section, and indicates that spatial variations are substantial in this region”. We do not have enough information to elucidate other possible explanations.

- l. 240-245: I don’t feel that the comparison with the Pacific adds much to the manuscript.

Following suggestions of Referee #2, we are going to keep this comparison, adding some extra information.

- l. 252-254: Perhaps the authors could additionally evaluate their trends at 25°C for comparison with this study, as it would be very interesting to see the differences resulting from the various data interpolation methods.

The fact that precludes comparing trends is not the difference in the temperature to which pH is referenced, but the fact that Vazquez-Rodriguez et al. (2012b)
normalized pH values to climatological potential temperature, salinity, silicate and AOU (WOA values). This normalization eliminates part of the influence of these parameters (potential temperature, salinity, silicate and AOU) on the pH trends. This is why direct comparison between their pH trends and our pH trends is difficult. However, we added some text comparing the trends reported by both works: “This normalization, combined with the different temporal coverage (1981–2008), causes the rates reported by Vazquez-Rodriguez et al. (2012b) differ from those obtained in the present work. The pH_N trends reported for the SPMW and uLSW layers of the Irminger basin and for the ISOW layer of the Iceland basin are very similar to our pH_Tis trends for these layers. However, the pH_N trends reported by Vazquez-Rodriguez et al. (2012b) for the cLSW layer in both basins and for the ISOW layer in the Irminger basin are significantly different from our pH_Tis trends for these layers, but are very similar to pH changes derived from C_{nat} changes (\frac{\partial pH_{Tis}}{\partial DIC} \frac{dC_{nat}}{dt} in Table 3). In the case of the DSOW layer, the pH_N trend is also in agreement with \frac{\partial pH_{Tis}}{\partial DIC} \frac{dC_{nat}}{dt} trends. This suggests that the normalization carried out by Vazquez-Rodriguez et al. (2012b) could remove some of the impact of the natural component (represented here by C_{nat}) over pH changes, essentially due to the use of AOU in the normalization”.

- l. 267: Mostly or fully thermodynamic? What other, non-thermodynamic effect could be there?
  
  We eliminated mostly, because referee is right, all the effect is thermodynamic.

- l. 296: Why are data from Mauna Loa used here and not from a more closely located measurement station?
  
  Stations closer to the location of our study area, e.g., Mace Head, do not have the same time-coverage as our study. Therefore, we changed the pCO_2 data to the ‘Globally averaged marine surface annual mean data’ from the NOAA (ftp://aftp.cmdl.noaa.gov/products/trends/co2/co2_annmean_gl.txt), since pCO_2 in the atmosphere is almost homogeneous worldwide, and hence the degree of saturation does not change.

- l. 304: Perhaps clarify that even though salinity also changes (in concurrence with AT), the salinity effect on pH is still negligible.
  
  We added the following clause to line 304: “(as stated before, the effect of salinity change on pH is negligible)”.

- l. 311-312: What about changes in the production / respiration balance? Could they also be responsible for the observed C_{nat} changes?
  
  Now that we are not taking into account the photic layer (see answer to comment about ‘l. 150-151’), changes in C_{nat} cannot be brought about by changes in production. Besides, what we refer to as ‘changes related to the ventilation of water masses’ involves both changes in the renewal of the water mass with upper waters and changes in the respiration. To make this clear, we added the following statement when describing the general pattern of C_{nat} distribution (section 3.1): “The C_{nat} distribution has an opposite pattern, with low surface values and high bottom values (Fig. 2g), similar to that of the AOU distribution (Fig. 2e), since C_{nat} is linked to the ventilation of water masses, i.e., respiration and renewal of the water mass”.
- l. 333-334: It is not physically meaningful to talk about percentages when discussing contributions to a change in pH, as pH is on a logarithmic scale. Use absolute values or percentages of changes in [H+] instead. This also applies to Table 3.

  We are aware that pH is on a logarithmic scale, but for the small range of pH change to which we are working, we can consider that pH follows a linear scale. That is why the use of percentages is meaningful. Besides, we found that the percentage of change in terms of [H+] is exactly the same than that calculated in terms of pH (for the reasons explained above). Finally, the scientific community is working in terms of pH. For all these reasons we decided to keep this work in terms of pH. We added the following statement to the 2.3 section: “Due to the small range of pH change to which we are working and to the relatively low pH variability within each layer, we can consider that pH follows a linear scale instead of a logarithmic scale. This causes that the contributions of each of the terms considered in Eq. (2) to pH change are equivalent to the contributions in terms of [H+]”.

- Figure 2: How is this figure constructed, what is the order of interpolation here? Were the data linearly interpolated over time before the mean was calculated at each sampling point? Or was the mean calculated using the spatio-temporally integrated data? This information needs to be added to the figure caption and/or the Method section.

  Figure 2 was built by loading all the cruise data to a single section plot on the ODV, and then a DIVA gridding was performed. Since the purpose of describing Figure 2 is giving a general view of the properties along this section, we think that describing a single cruise is enough. For this reason, we decided to describe the general distribution of the main variables along the section using the 2004 cruise as reference. This cruise represents the mean year of the studied period. In this way we avoid interpolating the data from all cruises to a single grid and then averaging them to build Figure 2, with all the errors that this would entail.

- Table 3: How are the confidence intervals calculated here? Also, be more explicit about the difference between dpH/dt_\text{obs} and dpH/dt_\text{model} throughout the manuscript (see also comment on Eq. (2)).

  The ± were calculated by propagation of errors of the slopes of each of the derivatives. We also added some explanatory comments throughout the manuscript to distinguish more clearly between dpH/dt_\text{obs} and dpH/dt_\text{model}, changing the later by dpH/dt_\text{total}.

Technical corrections

- l. 37: shouldn’t 1750 be 1850?

  We do not think so. We have chosen 1750 according to Caldeira and Wickett (2005).


- l. 43-44: I feel that the number of references is too high here, since biological effects are not studied in this manuscript

  We eliminated three references.
Comments from referees/public and author's response

- l. 53-54: also here the number of relevant references could be reduced, though it is less problematic here than in the previous section

  We eliminated two references.

- l. 62: remove ‘the’ in ‘the Cant uptake’

  Done.

- l. 67: should be ‘2.1.1’ (same applies to ‘2.1.2’ on l. 74 and ‘2.1.3’ on l. 105)

  Thank you for catching this typo. We made the corresponding corrections.

- l. 76: remove ‘the’ in ‘the total alkalinity’

  Done.

- l. 113: replace ‘less’ by ‘minus’ (also in l. 116)

  Done.

- l. 166, Eq (2): add the subscript ‘model’ to the left hand side, to be consistent with the right column of Table 3 (distinguishing more clearly between \( \frac{dpH}{dt_{\text{obs}}} \) and \( \frac{dpH}{dt_{\text{model}}} \) could be done throughout the manuscript)

  We changed \( \frac{dpH}{dt_{\text{model}}} \) by \( \frac{dpH}{dt_{\text{total}}} \), and introduced this new term to Eq. (2) and Table 3. We also added some explanatory comments throughout the manuscript to distinguish more clearly between \( \frac{dpH}{dt_{\text{obs}}} \) and \( \frac{dpH}{dt_{\text{model}}} \).

- l. 169: replace ‘\( \delta v/\delta t \)’ with ‘\( d\text{var}/dt \)’, these are ordinary differentials.

  Thank you for catching this typo. We made the correction.

- l. 288: move ‘dominates’ to the end of the sentence.

  Done.

- l. 304: ‘in last instance’ is not very clear. Do you mean ‘in a net sense’?

  Yes, we meant ‘in a net sense’. We changed the expression.

- l. 325: remove ‘however’, this sentence is not contradictory with the previous one

  We changed ‘however’ by ‘thus’ as suggested by Referee #2.

- Table 1: for each cruise, add which carbonate system parameters are measured

  Added

- Table 3: why are the last digits in the column describing the salinity effect on pH presented with subscripts?

  They were presented because they are not significant. However, we decided to present them without subscript.

- General comment on the figures: be consistent with the amount of significant digits on the colour bar and/or y-axis (e.g. 35.3 vs. 35.25 for Figure 1b). This applies to all figures in the manuscript.

  For figures built with ODV (i.e., Figures 1 and 2) is not possible to change the amount of significant digits in the color bars. For the remaining figures, the amount of significant digits has been updated.
- Figure 1a: the colour scheme is not very clear, the light-dark gradient could be more extreme
  
  *Figure updated following your suggestions.*

- Figures 3-6: some general comments on these figures: please use different symbols for the different water masses, this makes the figures readable on black & white. Also, add the title of the basin on top of the figure (Irminger basin left column, Iceland basin right column), this makes the figures more accessible without having to read the caption. Finally, the dotted lines (annually interpolated values) are hardly visible.

  *Figures were updated following your suggestions. We decided to remove the dotted lines.*

- Figures 4 and 6: ‘(b and c)’ should be replaced with ‘(b and d)’

  *Thank you for catching this typo. We made the corresponding corrections.*
Reply to Referee #2

We thank referee #2 for the helpful comments. We have addressed the referee’s concerns as explained below.

General comments:

– Consider adding “Subpolar” to North Atlantic in the title.

  Added.

– I believe your results are occasionally strongly affected by the TTO data (particularly in the Irminger basin), conceivably worsened by your time-interpolation performed to ‘provide weight to old cruises’. I recommend publication of your results with exclusion of TTO data, or least mention in the text of how such exclusion would affects results.

  Thank you for your suggestion. We recalculated all the trends excluding TTO data and the difference between pH trends with and without TTO were significant. Hence, we decided to exclude the TTO data from our study, with all the changes that it entails.

– The sections plots of Fig1 and Fig2 are unrealistically noisy. The captions suggests the “mean distributions” are plotted, but these are not averages, but rather all data of all cruises thrown into a single section, with inappropriately short influence radii for the contouring (or whatever the equivalent terminology is for DIVA gridding). They thus represent not natural spatial heterogeneity, but temporal aliasing. This leads to disturbingly jittery artifacts (particularly evident in Fig2d as blue/purple/pink patchwork). Consider either contouring true averages, or simply increasing the influence radii (i.e., smooth it more).

  Thank you for your suggestions. You are right, what we did is plotting the data of all cruises in a single section, rather than averaging the data. Since the purpose of describing Figure 2 is giving a general view of the properties along this section, we think that describing a single cruise is enough. For this reason, we decided to describe the general distribution of the main variables along the section using the 2004 cruise as reference. This cruise represents the mean year of the studied period. In this way we avoid interpolating the data from all cruises to a single grid and then averaging them to build Figure 2, with all the errors that this would entail.

– Consider adding a visually catchy and informative summarizing section plot (one for pHobs, or perhaps one per pH-driver), showing per water mass the rate of pH change. In each, surface layers would most red, as would DSOW, with intermediate layers slightly lower, and Iceland on average lower than Irminger.

  Thank you for your suggestion. We added the suggested pHobs figure to the supplementary information (Figure S1).

Specific comments:

– Consider capturing some more cruise details in your Table 1. For instance, please tabulate the type of measurements performed on each cruise (which had pH directly, which calculated it – i.e., you lines ~75–100). What is the consequence of the rather seriously sounding, but nonchalantly made remark in line 91 “However, Carter et al reported a pH inaccuracy of 0.0055”? Is that a positive or negative bias? Systematic for everyone or just for them? Do you compensate?
Comments from referees/public and author’s response

We added an extra column that specifies the measurements performed on each cruise. What we wanted to highlight with the sentence in line 91 is the fact that although it is possible to achieve high reproducibility in pH measurements, all the measurements will have an inherent uncertainty of 0.0055 due to the uncertainty in the determination of the constants of the tris-buffer. Therefore, the 0.0055 quantity is an uncertainty that affects all pH measurements, which we cannot compensate. We have clarified this point by changing the highlighted sentence to: “However, Carter et al. (2013) reported an inherent uncertainty of spectrophotometric pH determinations of 0.0055 pH units, associated to the tris-buffer used for calibration”. (See also answer to comment about line 131).

– line 113: less => minus

Corrected

– line 120: “advantages” relative to what? ΔC*?

Yes. We added the following statement at the end of the sentence: “relative to the previous method proposed by Gruber et al. (1996)”.

– line 121: I can’t follow. The suggestion is that no Cant-free reference waters are required, but it’s not clear why that is. Consider explaining more clearly or not at all and only keeping the reference to VR2012).

We changed the statement to make it clearer: “And second, the parameterizations of $A_T^0$ and $\Delta C_{\text{diseq}}$ are determined using the subsurface layer as reference (Vázquez-Rodríguez et al., 2012a), where the age of the water parcel and, therefore, its $C_{\text{ant}}$ concentration is estimated using CFC measurements (Waugh et al., 2006)”.

– line 131: explain why you consider 0.0055 the “accuracy” of the pH measurements. Again, if Carter thinks this is a /systematic/ error of the method, that would not affect detectability of trends.

You are right; this uncertainty will affect all pH measurements and, therefore, will not affect the detectability of trends. What we wanted to highlight with this statement is that the data we are using have high reproducibility (higher than the accuracy of the measurements) and thus are suitable for determining trends. We added the following statement to the manuscript: “The high reproducibility, an order of magnitude better than the uncertainty (0.0055 pH units, Carter et al. (2013)), is suggestive of high quality data”. (See also answer to comment about line 91).

– I find the use of statistical terminology confusing. The terms “standard deviation”, “confidence interval” and seem to be used loosely or even interchangeably while they each have a clearly defined use case. (Line 99-100 seems to suggest that you equate “two standard deviations” to “confidence interval”). If the use of these terms is nonetheless is correct then certainly the employed confidence level should be mentioned to make sense of the stated confidence intervals. I particularly object to referring to the standard deviation of depths in a defined depth (or density) range as the ‘confidence interval’ of depths (first column of T1).

Thank you for your comment; we noticed that we were using the term ‘confidence interval’ incorrectly. In lines 99-100 the term ‘confidence interval’ was not correctly used and, therefore, it was deleted. In the revised manuscript we
changed the term ‘confidence interval’ with ‘standard deviation’. We, therefore, change the numbers presented in the tables accordingly. We also eliminated the standard deviation of the pressure data in Table 2 as you suggested. We only used the confidence intervals in figures 3-6, where we defined what we consider as confidence interval $2\times(\text{standard deviation})/\sqrt{N}$, where $N$ is the number of samples), which corresponds to a 95% confidence interval since our samples are independent.

– I hold the whole of line 125-140 to constitute a slight misuse of statistical numbers. The reasoning here seems to be “the spread between the means of cruises is smaller than the spread within each cruise, and thus we believe we can detect trends between cruises”. Although the closeness in cruise means is certainly comforting, that alone does not make for detectability of trends. It would at best provide a lower bound for the detectability of trends (i.e., trends within the ranges given in T1 would go unnoticed but might nonetheless exist). Consider adding a small statement that indicates these results are suggestive of high quality, and try to avoid suggesting to provide evidence thereof.

Thank you for your suggestions. We agree with your comment. We changed lines 139-140 as follows: “The high reproducibility, an order of magnitude better than the uncertainty (0.0055 pH units, Carter et al. (2013)), is suggestive of high quality data. Using these standard deviations for the seven cruises, and taking into account the 25 years considered in this study, the threshold of detectability of pH trends at 95% of confidence is 0.00012 pH units·yr$^{-1}$, which renders confidence to the estimated trends.”.

– line 150: this ‘replacement’ process is a little rash. I can imagine ignoring these shallow data, but simply overwriting them with data that has less sensitivity to seasonality without providing a compelling case for doing so is not warranted. I do not believe that ignoring the 100m surface layer would yield a vastly different result to what you now got. If that is indeed so, I recommend using that ignore-approach, to avoid the suggesting that you’re fudging.

Thank you for your suggestion. We followed it by removing the photic layer (pressure < 75 dbar) from our study, so as to avoid the seasonality effect. This depth was determined by the depth of the seasonal nutrients drawdown. Thus, we replaced sentence in line 150 by the following sentence: “To reduce the influence of seasonal differences in sampling on the inter-annual trends, only samples with pressure ≥ 75 dbar were considered. The 75 dbar level was determined by the depth of the seasonal nutrients drawdown along the section”.

– line 154: please be specific in how you “take into account thickness and separation”. I presume that the average of tall profiles with large spacing to east and west get higher weight in average-of-averages? Do you have a specific reason for not using the alternative approach of averaging per layer the ‘grid boxes’ of Fig2? Presumably you did not grid the data for analysis but only for figure making.

You are right when highlighting the different weighting given to the profiles in function of their spacing, but, intuitively, horizontally gridding with a linear interpolation would give the same result as the method used in our study.

We did not grid the data horizontally but vertically, and this vertical gridding was taken into account for both figure building and calculations. Averages were then performed in an area-weighted basis, so that accounting for the irregular spacing between stations. This was performed by using a trapezoidal integration, which
produces the same results as the horizontally gridding, which consumes more computational time.

– I’m not clear on what you’ve done here. I agree that pressure-adjustment here is necessary, although heaving of even 500 m would not even produce a pH shift larger than 0.02 units. However, you’d do this also simply to reduce the range of pH values within each (non-horizontal) water mass. I would, however, believe the proper procedure to be (i) “recal pH for each sample in water mass to pH at the single mean depth of that watermass (for the cruise or the whole dataset, that shouldn’t matter much) and then (ii) calculate average of these recalculated pH values. This might be what you did, but the way I read it, you first calculated the average pH, and then shifted that average pH to the ‘correct’ depth. If so, consider redoing more appropriately, or explain for daft readers like myself why the used approach *is* appropriate.

Sorry for the misunderstanding of our methodology. What we did was calculate an average pH for each layer and year from the average values of DIC and AT, and referred to the mean pressure of the layer over the studied time period. We rewrote this explanation in the manuscript: “The exception comes with pH_{TISO}, which is pressure sensitive, and for which we needed to define a unique reference pressure to remove pressure effects due to varying sampling strategies. pH_{TISO} was calculated using the layer average values of DIC and AT for the considered year but using the time-averaged pressure of the layer over the studied time period as reference pressure”. We have also corroborated that the methodology you propose and the methodology that we applied give the same results. This is because the variability of the physicochemical properties within each layer is relatively low, and therefore the system is linear. Following this line of reasoning we added the following sentence in the first paragraph of section 2.2: “The advantage of working in layers is the relatively low variability of the physical and chemical properties within the layers, allowing us to assume linearity in the ocean CO$_2$ system”. We, then, decided to keep our methodology since it is simpler and working with averaged DIC and AT (conservative) is desirable instead of working with recalculated pH (not conservative) values for each sample and then averaging them. Besides, the recalculated pH for each sample that you propose will not reproduce the pH shown in Figure 2c.

– line 157: remove last four words “over the pH trends”

Done.

– I can’t fully comprehend what the approach is that was followed in section 2.3. The idea is clear “keep all but one parameter constant and see how pH changes. The sensitivity of pH to an increase in DIC would be sharper in 2015 than in 1981. Is that accounted for in the method? Specify the calculation routine you used.

We are aware that the ‘buffer factors’ change with time and that the system is not linear. However, since we split the studied region in different layers, the range of variation of the parameters within each layer during the studied time period is small (the ± of Table S1 gives insights about this small variability), and then, we can assume linearity. Also because of the small range of variation of the parameters within each layer, the range of variation of the ‘buffer factors’ is also small, and we can neglect their change when calculating the change in pH due to each of the proposed controlling mechanisms. I am enclosing an example about the change of ‘ΔpH/ΔDIC’ in the SPMW layer of the Irminger basin. The red
points show the ‘δpH/δDIC’ values for each year, and the black point is the ‘δpH/δDIC’ used in the study. As you can see, the change of ‘δpH/δDIC’ over time is negligible, and the value used in the study is the mean value for the period 1991-2015.

We added the following statement to clarify this question in the manuscript: “Given that the variability of the physicochemical properties within each layer is relatively low (see standard deviations of the averaged values in Table S1), we can assume that these derivatives are constant over the studied time period and use a constant derivative value for each layer.”

– Consider restructuring 2.3 into a distinct paragraph for the determination of time trends and one for inferring strength of individual drivers. Your TABLE3 mentions the “sum of drivers” or “model”, which terminology is nowhere used in the text, please harmonize. Also, T3 separates influence of Cnat and Cant, but Eq2 does not.

We included a table in the Supplementary Information that shows the strength of individual drivers (Table S2). Since time trends are represented in figures 4-6, rebuilding section 2.3 would involve citing figures 4-6 before figure 2, which we think this is not a logical order for figures in the manuscript. However, we added the following statement to the results section to clarify where the reader can find the derivative values: “The values of each term of $\frac{\partial pH_{Tis}}{\partial var}$ and $\frac{dvar}{dt}$ (where var refers to each of the drivers) described in Sect. 2.2 can be found in the Supplementary Table S2 and in Figs. 4-6, respectively”.

We changed dpH/dt_model by dpH/dt_total, and introduced this new term to Eq. (2) and Table 3. We also added some explanatory comments throughout the manuscript to distinguish more clearly between dpH/dt_model and dpH/dt_total.

We slightly changed Eq. (2) to clearly indicate the separation between Cnat and C_tant: 

$$ \frac{dpH_{Tis}}{dTis} = \frac{dpH_{Tis}}{dTis} \frac{dTis}{dt} + \frac{dpH_{Tis}}{dS} \frac{dS}{dt} + \frac{dpH_{Tis}}{dA} \frac{dA}{dt} + \frac{dpH_{Tis}}{dDIC} \left( \frac{dC_{nat}}{dt} + \frac{dC_{tant}}{dt} \right) $$
Comments from referees/public and author’s response

– line 168: “real average value” => “observed linear trend” (???)

What we meant is the average value calculated for each layer and cruise. We changed the sentence to the following to make this clearer: “To estimate \( \frac{\delta \mathrm{pH}_{\text{Tis}}}{\delta \text{var}} \) (where \( \text{var} \) refers to each of the drivers: \( T_{\text{is}}, S, A_T \) and DIC) we calculated a \( \mathrm{pH}_{\text{Tis}} \) for each layer and year using the layer average value of \( \text{var} \) for each year but keeping the values of the other drivers constant and equal to the time-average value for the layer over the studied time period”.

– TABLE1: I believe “confidence interval” here is “standard deviation”, or is it truly CI? Then state the confidence level. I’m not sure the CI of the average of averages, or however one would call the last row, has any statistical meaning – why not simply provide SD in that row? You use pH25 in table 1, while stating in the text that pHisT and pH25 are not easily compared – why the sudden use of pH25 here?

We believe you are referring to Table 2. We changed ‘confidence interval’ by ‘standard deviation’ and we changed the results accordingly. The purpose of this table is to give an estimate of the reproducibility of the analysis and calculation methods, which we take as an indicative of the goodness of the data for trend analysis. Regarding the scale of pH, since trends are performed using pH at in situ conditions, we followed your suggestion and we changed the pH reported in Table 2 by pH at in situ conditions.

– FIGURE1: some of the contour intervals have at sig1 or sig2 label, while caption and text suggest cutoffs were based on sig0.

Sorry for the confusion, sigθ would refer to all the sigma levels, either referenced to 0, 1000 or 2000 dbar. To make this clearer we changed the figure caption by “(referenced to 0 dbar, \( \sigma_0 \); 1000 dbar, \( \sigma_1 \); and 2000 dbar, \( \sigma_2 \); all in kg·m\(^{-3}\))”

– I generally very much like your other (time-tested) figures. Perhaps increase coverage of fig 1a to provide a view of distance to land on eastern extent of section.

We updated Figure 1a following your suggestions. We increased the eastward extension of the map.

– Consider moving 3.1 to the introduction.

We appreciate your suggestion. However, and despite the qualitative nature of this section, we think it fits better in the results section rather than in the introduction, since it is a description based on our data. Besides, it provides useful information for understanding the sections coming next. In view of this, we decided to keep this section as it is.

– line 209: “almost homogenous” – sections plots suggest otherwise, see earlier comment on influence radii

After changing Figure 2 as suggested in the previous comment regarding this figure, now the statement is true.

– line 211: “because they are correlated” – that relationship is not causal, please rephrase.

You are right. We eliminated this statement, so that, in our opinion, the explanation of property distributions is improved.
– line 212: can you qualify that “80%” in light of the mentioned ΔCdiseq? Is this what one would expect?

The existence of a saturation lower than 100% in the surface layer is expectable for an oceanic uptake of C_{ant} (see Matsumoto and Gruber, 2006). Therefore, a disequilibrium in the C_{ant} content with respect to the atmospheric C_{ant} is expected.


– line 239: can you speculate on the possible causes for the supposedly spuriously high rate of pH decrease observed by Bates et al at IrmSTS?

We added the explanation given by Bates et al. (2014): “Bates et al. (2014) linked the high acidification rate found at the Irminger Sea time-series to the high rate of increase in DIC (1.62 ± 0.35 µmol·kg\(^{-1}\)·yr\(^{-1}\)) observed at this site, which is almost twice our rate of increase in DIC (0.64 ± 0.07 µmol·kg\(^{-1}\)·yr\(^{-1}\), Fig. 5c). This is based on data from only one site, further north than our section, and indicates that spatial variations are substantial in this region”. We do not have enough information to elucidate other possible explanations.

– line 244: you mention a tropical Pacific time series station, and contrast it with your work and a subpolar Pacific TSS, latter two match nicely. Add a brief sentence attributing that contrast.

Now that we are not including the TTO cruise data in our study, our trends are in agreement with the trends found in the tropical Pacific and are slightly higher than the trends found in the subpolar Pacific. We changed the manuscript accordingly to these changes, and we added the following explanation to the low trends found in the subpolar Pacific: “Wakita et al. (2013) attributed the lower than expected pH trends to an increasing A_{T} trend”.

– line 246-254: your statement “renders direct comparison difficult” does not stand up to scrutiny. Recalculating pH to different temperatures does not changes the slope of a pH trend. That is, slopes can be compared (i.e., VR12’s Fig3ab vs your Fig3ab), even if absolute values cannot. I recommend more work is made of this comparison, particularly if results between studies differ.

The fact that precludes comparing trends is not the difference in the temperature at which pH is referenced, but the fact that Vazquez-Rodriguez et al. (2012b) normalized pH values to potential temperature, salinity, silicate and AOU in WOA05. This normalization eliminates part of the influence of these parameters (potential temperature, salinity, silicate and AOU) on the pH trends. This is why direct comparison between their pH trends and our pH trends is difficult. However, we added some text comparing the trends reported by both works: “This normalization, combined with the different temporal coverage (1981–2008), causes the rates reported by Vazquez-Rodriguez et al. (2012b) differ from those obtained in the present work. The pH_{N} trends reported for the SPMW and uLSW layers of the Irminger basin and for the ISOW layer of the Iceland basin are very similar to our pH_{Tis} trends for these layers. However, the pH_{N} trends reported by Vazquez-Rodriguez et al. (2012b) for the cLSW layer in both basins and for the ISOW layer in the Irminger basin are significantly different from our pH_{Tis} trends for these layers, but are very similar to pH changes derived from C_{ant} changes
In the case of the DSOW layer, the pH\textsubscript{T} trend is also in agreement with \( \frac{\partial pH_{\text{T}}}{\partial t} \frac{dc_{\text{ant}}}{dt} \) trends. This suggests that the normalization carried out by Vazquez-Rodríguez et al. (2012b) could remove some of the impact of the natural component (represented here by C\text{nat}) over pH changes, essentially due to the use of AOU in the normalization”.

– line 322: if anything, these are 4 decades (80s 90s 00s and 10s). Consider “34-year period” or similar

\textit{We changed it by “25-year period”, since now we are not considering the TTO cruise.}

– line 323 (and likely elsewhere): “separate and increase into its drivers” is slightly sloppy English. Consider rephrasing

\textit{We changed the sentence into: “From the study of the main drivers of the observed pH changes...”}.

– line 325: “However” => “thus”. Reduced rate of decrease of pH is what one expects with increasing alk.

\textit{Changed.}

– line 327: “salty” => “saline”

\textit{Changed.}

– line 333: consider “observe” => “infer”. There’s too many interpretative steps involved to call this “observe”

\textit{Changed.}
List of major changes in the revised manuscript

1) The text has been revised according to all the referees’ comments. In particular, the methodology section has been significantly revised to make clearer the procedure followed in our work to achieve the results presented.

2) Title has been slightly modified to fulfill the referees’ suggestions.

3) Data from the older cruise has been excluded from our study.

4) Surface data (first 75 dbar) has not been included.

5) Comparison with previous works has been extended.

6) Map on Fig. 1 has been color updated and eastward extended.

7) Figure 2 has been updated and now shows data from one cruise instead of plotting the data of all cruises in a single section plot.

8) Figures 3-6 have been updated to make them more readable on black and white version, and titles of the basins have been added on top of the figures.
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Abstract. Repeated hydrographic sections provide critically needed data on, and understanding of, changes in basin-wide ocean CO₂ chemistry over multi-decadal timescales. Here, high-quality measurements collected at twelve cruises carried out along the same track between 1989 and 2015, have been used to determine long-term changes in ocean CO₂ chemistry and ocean acidification in the Irminger and Iceland basins of the North Atlantic Ocean. Trends were determined for each of the main water masses present and are discussed in the context of the basin-wide circulation. The pH has decreased in all water masses of the Irminger and Iceland basins over the past 25 years, with the greatest changes in surface and intermediate waters (between -0.00010 ± 0.0001 pH units·yr⁻¹ and -0.00018 ± 0.0001 pH units·yr⁻¹). In order to disentangle the drivers of the pH changes, we decomposed the trends into their principal drivers: changes in temperature, salinity, total alkalinity (A_T) and total dissolved inorganic carbon (both its natural and anthropogenic components). The increase of anthropogenic CO₂ (C_ant) was identified as the main agent of the pH decline, partially offset by A_T increases. The acidification of intermediate waters caused by C_ant uptake has been reinforced by the aging of the water masses over the period of our analysis. The pH decrease of the deep overflow waters in the Irminger basin was similar to that observed in the upper ocean, and was mainly linked to the C_ant increase, thus reflecting the recent contact of these deep waters with the atmosphere.

Keywords. Ocean acidification; C_ant; water masses; Subpolar Gyre.

1 INTRODUCTION

The oceanic uptake of a fraction of the anthropogenic CO₂ (i.e., C_ant; CO₂ released from humankind’s industrial and agricultural activities) has resulted in long-term changes in ocean CO₂ chemistry, commonly referred to as ocean acidification, OA (e.g., Caldeira and Wickett, 2003, 2005; Raven et al., 2005; Doney et al., 2009; Feely et al., 2009). The changes in the ocean CO₂ chemistry result in declining pH and reduced saturation states for CaCO₃ minerals (e.g., Bates et al., 2014). The average pH (-log[H⁺]) of ocean surface waters has decreased by about 0.1 pH units since the beginning of the industrial revolution (1750), and based on model projections we expect an additional drop of 0.1–0.4 by the end of this century, even under conservative CO₂ emission scenarios (Caldeira and Wickett, 2005; Orr, 2011; Ciais et al., 2013). The rate of change in pH is at least a hundred times faster than at any time since the last Ice Age (Feely et al., 2004; Raven et al., 2005), clearly
outpacing natural processes in ocean chemistry that have occurred in the past due to geological processes (Raven et al., 2005). These changes in ocean CO₂ chemistry will most likely have adverse effects on organisms, particularly calcifying ones, on ecosystems (e.g., Langdon et al., 2000; Riebesell et al., 2000; Pörtner et al., 2004; Orr et al., 2005; Doney et al., 2009; Gattuso et al., 2014) and on major marine biogeochemical cycles (e.g., Gehlen et al., 2011; Matear and Lenton, 2014).

The global ocean has absorbed ~30% of the C emitted to the atmosphere between 1750 and the present (Sabine et al., 2004; Khatiwala et al., 2013; DeVries, 2014; Le Quéré et al., 2015). This C is not evenly distributed throughout the oceans (Sabine et al., 2004), but enters the interior ocean preferentially in regions of deep convective overturning and subduction (Maier-Reimer and Hasselmann, 1987; Sarmiento et al., 1992; Lazier et al., 2002). This explains why the Meridional Overturning Circulation (MOC) makes the North Atlantic Ocean one of the most important C sinks of the global ocean, storing 25% of the global oceanic C (Sabine et al., 2004; Khatiwala et al., 2013) despite being only 11% of the global ocean volume (Eakins and Sharman, 2010). The MOC transports C-laden surface waters from the Equator to the northern North Atlantic Ocean (e.g., Wallace, 2001; Anderson and Olsen, 2002; Álvarez et al., 2003; Olsen et al., 2006; Quay et al., 2007; Zunino et al., 2015b), where deep water formation provides a pathway for C into the interior ocean (Lazier et al., 2002; Pérez et al., 2008, 2013; Steinfeldt et al., 2009; Pérez et al., 2013). As being regions close to deep water formation areas and where water mass transformation occurs (Sarafanov et al., 2012; García-Ibáñez et al., 2015), the Irminger and Iceland basins are geographically well placed to monitor temporal changes in the Atlantic MOC (Mercier et al., 2015), and to determine the rates of C penetration to the deep ocean and its consequence for OA.

In this paper, we examine high-quality direct measurements of ocean CO₂ chemistry taken from thirteen-twelve cruises conducted across the Irminger and Iceland basins between 1989 and 2015. Previous studies focused on the C uptake and its storage and effect on pH in the Irminger and Iceland basins (e.g., Pérez et al., 2008; Olafsson et al., 2009; Bates et al., 2012; Vázquez-Rodríguez et al., 2012b). Here we quantify the pH change for an extended 25-year period and identify its chemical and physical drivers, by decomposing the observed pH change into five numerically estimated factors (temperature, salinity, alkalinity, anthropogenic CO₂ and non-anthropogenic CO₂), all based on direct measurements.

2 MATERIALS and METHODS

2.1 Datasets

2.21 Cruise Information

We used data from thirteen-twelve cruises along the same track across the Irminger and Iceland basins, with the cruise dates spanning 2425 years (1989–2015; Table 1, Fig. 1a). The bottle data were accessed from the merged data product of the Global Data Analysis Project version 2 (GLODAPv2; Olsen et al., 2016) at http://cdiac.ornl.gov/oceans/GLODAPv2, except for more recent unpublished data collected during the OVIDE 2012 and 2014 cruises and the 2015 cruise (58GS20150410). The data of the 1991 cruises (64TR91_1 and 06MT18_1) were merged and treated as a single cruise.
2.31.2 Ocean CO₂ chemistry measurements

At least two variables. The twelve cruises selected for our study have high-quality measurements of the seawater CO₂ system were measured on all cruises included in our analyses, but the measured pairs varied between cruises variables (Table 1). The total alkalinity (A_T) was analysed by potentiometric titration and determined by developing a full titration curve (Millero et al., 1993; Dickson and Goyet, 1994; Ono et al., 1998) or from single point titration (Pérez and Fraga, 1987; Mintrop et al., 2000), and were calibrated with Certified Reference Materials (CRMs), with an overall accuracy of 4 µmol·kg⁻¹. For samples without direct A_T measurements, it was estimated using a 3D moving window multilinear regression algorithm (3DwMLR), using potential temperature (θ), salinity, nitrate, phosphate, silicate and oxygen as predictor parameters (Velo et al., 2013). The total dissolved inorganic carbon (DIC) samples were analysed with coulometric titration techniques (Johnson et al., 1993), and were calibrated with Certified Reference Materials (CRMs), achieving an overall accuracy of 2 µmol·kg⁻¹. The exception to the use of this analytical technique was the 1981 TTO-NAS (Transient Tracer in the Ocean-North Atlantic Survey) cruise, where DIC was determined potentiometrically (Bradshaw et al., 1981) and no CRMs were used. The TTO-NAS DIC measurements were deemed unreliable (Brewer et al., 1986), therefore, the DIC values compiled in the GLODAPv2 merged data product are those calculated from pCO₂ and revised A_T reported by Tanhua and Wallace (2005). For the cruises where direct DIC measurements had not been performed, it was computed from A_T and pH using the thermodynamic equations of the seawater CO₂ system (Dickson et al., 2007) and the CO₂ dissociation constants of Mehrbach et al. (1973) refitted by Dickson and Millero (1987). These calculated DIC values have an associated uncertainty of 4 µmol·kg⁻¹, calculated by random propagation of the reported A_T and pH accuracies. pH was determined either potentiometrically (Dickson, 1993a, b) using pH electrodes or, more commonly, at 25°C and 1 atm with a spectrophotometric method (Clayton and Byrne, 1993) using either scanning or diode array spectrophotometers and m-cresol purple as an indicator. The spectrophotometric pH determination has a typical precision of 0.0002–0.0004 pH units (Clayton and Byrne, 1993; Liu et al., 2011). However, Carter et al. (2013) reported an inaccuracy inherent uncertainty of the spectrophotometric pH determinations of 0.0055 pH units, associated to the tris-buffer used for calibration. When direct pH measurements were not performed, it was computed from A_T and DIC using the thermodynamic equations of the seawater CO₂ system (Dickson et al., 2007) and the CO₂ dissociation constants of Mehrbach et al. (1973) refitted by Dickson and Millero (1987). For these calculated pH values, we estimated an uncertainty of 0.006 pH units by random propagation of the reported A_T and DIC accuracies. The exception to the latter is the 1981 TTO-NAS cruise, whose DIC problems caused the estimated uncertainty for calculated pH values to be slightly higher (0.008 pH units). A_T data from the 1981 TTO-NAS cruise were checked against A_T values generated by the 3DwMLR (Velo et al., 2013). A_T values differing by more than two times the standard deviation (confidence interval: 7 µmol·kg⁻¹) of the difference between measured A_T and 3DwMLR predicted A_T were replaced with the predicted A_T value. However, for leg 6 of the 1981 TTO-NAS cruise (which was not analysed by Tanhua and Wallace (2005)), the limit of substitution for the predicted A_T value was lowered to 4 µmol·kg⁻¹. Note that the effect of A_T corrections on pH trends is negligible, since A_T corrections of 4 µmol·kg⁻¹ lead to pH changes lower than a thousandth. The pH values reported here are at in situ conditions (of temperature and pressure) and on the total scale (pH_total).
2.21.3 Anthropogenic CO₂ (i.e., $C_{\text{ant}}$) estimation

$C_{\text{ant}}$ concentrations were estimated using the back-calculation method $\phi C_{T}^0$ (Pérez et al., 2008; Vázquez-Rodríguez, 2009a) that has previously been applied for the entire Atlantic Ocean (Vázquez-Rodríguez et al., 2009b). Back-calculation methods determine $C_{\text{ant}}$ for any sample in the water column as the difference between DIC concentration at the time of the measurement and the DIC concentration it would have had in preindustrial times. Following Gruber et al. (1996), this is represented as the difference in preformed DIC between the time of observation and the preindustrial as:

$$C_{\text{ant}} = \text{DIC}_{\text{meas}} - \Delta C_{\text{bio}} - \Delta C_{\text{preind}} - \Delta C_{\text{dissq}}$$

where the preformed DIC for the time of observation is represented as the measured DIC ($\text{DIC}_{\text{meas}}$) less-minus any DIC added to the water due to organic matter remineralisation and calcium carbonate dissolution ($\Delta C_{\text{bio}}$), and the preindustrial preformed concentration is represented by the DIC concentration the water would have if in equilibrium with the preindustrial atmosphere ($\Delta C_{\text{preind}}$) less-minus any offset from such an equilibrium value, known as the disequilibrium term ($\Delta C_{\text{dissq}}$). The procedure requires DIC and $A_T$ as input parameters, and the empirical parameterization of the preformed $A_T$ ($A_T^0$) for the computation of the calcium carbonate dissolution and of the $\Delta C_{\text{dissq}}$ term (Vázquez-Rodríguez et al., 2012a). The $A_T^0$ is based on the concept of potential alkalinity ($PA_T = A_T + NO_3 + PO_4$) and is defined as $A_T^0 = PA_T - (NO_3^\ominus + PO_4^\ominus)$ (Vázquez-Rodríguez et al., 2012a), where $NO_3^\ominus$ and $PO_4^\ominus$ are the preformed nitrate and phosphate concentrations, respectively. $NO_3^\ominus$ and $PO_4^\ominus$ are determined as $NO_3^\ominus = NO_3 - AOU/R_{O\text{ON}}$ and $PO_4^\ominus = PO_4 - AOU/R_{OP}$. In the former equations $AOU$ stands for Apparent Oxygen Utilisation, which is the difference between the saturated concentrations of oxygen calculated using the equations of Benson and Krause (1984) and the measured concentrations of oxygen; $R_{O\text{ON}}$ and $R_{OP}$ are the Redfield ratios proposed by Broecker (1974).

The $\phi C_{T}^0$ method presents two main advantages relative to the previous method proposed by Gruber et al. (1996). First, the spatiotemporal variability of $A_T^0$ is taken into account. And second, $C_{\text{ant}}$ estimation needs no “zero $C_{\text{ant}}$” reference, since the parameterizations of $A_T^0$ and $\Delta C_{\text{dissq}}$ are determined using the subsurface layer as a reference for water mass formation conditions (Vázquez-Rodríguez et al., 2012a), where the age of the water parcel and, therefore, its $C_{\text{ant}}$ concentration is estimated using CFC measurements (Waugh et al., 2006). The overall uncertainty of the $\phi C_{T}^0$ method has been estimated at 5.2 μmol·kg⁻¹ (Pérez et al., 2008; Vázquez-Rodríguez, 2009a).

The uncertainties and reproducibilities and uncertainties of the main variables analysis and calculation methods were determined from the deep waters sampled at Iberian Abyssal Plain during the seven repeats of the OVIDE line, since these waters are expected to be in near-steady state. The confidence intervals standard deviations of those samples for each cruise (Table 2) were taken as an estimate of the uncertainty of the methodologies at each cruise. The uncertainties of the Apparent Oxygen Utilization (AOU), the difference between the saturated concentrations of oxygen calculated using the equations of Benson and Krause (1984) and the measured concentrations of oxygen, $A_T$ and pH on the total scale at 25°C ($\text{pH}_{25^\circ}$) for the seven cruises were similar. The confidence intervals standard deviations of $C_{\text{ant}}$ (1.2–1.624–3.2 μmol·kg⁻¹) and $\text{pH}_{25^\circ}$ (0.0042–0.0063 pH units) across for each of the seven cruises are lower than the inherent uncertainty of the $\phi C_{T}^0$ estimates (5.2 μmol·kg⁻¹) and the accuracy of the spectrophotometric pH measurements (0.0055 pH units), which provides confidence that these data are suitable for trend determination. The confidence intervals standard deviations of the $C_{\text{ant}}$ estimates are rather similar than into those from other regions where $C_{\text{ant}}$ has been compared across many
cruises (i.e., 2.4 μmol·kg\(^{-1}\) in the South Atlantic Ocean, Ríos et al. (2003); 2.7 μmol·kg\(^{-1}\) in the Equatorial Atlantic Ocean, 24°N, Guallart et al. (2015); and 2.7 μmol·kg\(^{-1}\) reported from a transect along the western boundary of the Atlantic Ocean from 50°S to 36°N, Ríos et al. (2015)). The confidence interval of the mean values of the Iberian Abyssal Plain samples across the seven cruises (last row of Table 2) were taken as an estimate of the reproducibility of the methodologies. The high reproducibility, an order of magnitude lower than the uncertainties, render uncertainty (0.0055 pH units, Carter et al. (2013)), is suggestive of high quality data. Using these standard deviations for the seven cruises, and taking into account the 25 years considered in this study, the threshold of detectability of pH trends at 95% of confidence is 0.00012 pH units·yr\(^{-1}\), which renders confidence to the estimated trends.

2.2 Water mass characterization

Changes in ocean CO\(_2\) chemistry were determined for the main water masses in the Irminger and Iceland basins. These are: (1) Subpolar Mode Water (SPMW); (2) upper and classical Labrador Sea Water (uLSW and cLSW, respectively); (3) Iceland–Scotland Overflow Water (ISOW) and; (4) Denmark Strait Overflow Water (DSOW; Fig. 1b). The layers defining the water masses were delimited using potential density following Azetsu-Scott et al. (2003), Kieke et al. (2007), Pérez et al. (2008) and Yashayaev et al. (2008). The advantage of working in layers is the relatively low variability of the physical and chemical properties within the layers, allowing us to assume linearity in the ocean CO\(_2\) system.

To better determine the interfaces between layers and the average value of each variable in each layer, cruise bottle data were linearly interpolated onto each dbar before determining average variable values, an improvement with respect to the previous approaches of Pérez et al. (2008, 2010) and Vázquez-Rodríguez et al. (2012b). Upper layer data (pressure ≤ 100 dbar) were replaced with the mean value in the pressure range 50–100 dbar to reduce the influence of seasonal differences in sampling on the inter-annual trends (Vázquez-Rodríguez et al., 2012a). Then, the interpolated profiles were divided into the different water mass density intervals (Fig. 1b). Next, the variables were averaged over each density layer on a station by station basis for each cruise, defined in Figure 1b. Finally, the average values in each density layer were determined for each cruise taking into account the thickness of the layer and the separation between stations. Note that average values of pH\(_{Tis}\), which is pressure sensitive parameters, i.e. pH\(_{Tis}\), were referred, and for which we needed to define a unique reference pressure to remove pressure effects due to varying sampling strategies. pH\(_{Tis}\) was calculated using the layer average values of DIC and A\(_T\) for the considered year but using the time-averaged pressure of the layer over the studied time period to avoid the effects of the heaving of the reference pressure. To reduce the water masses due to warming and/or influence of seasonal differences in sampling on the pH inter-annual trends, only samples with pressure ≥ 75 dbar were considered. The 75 dbar level was determined by the depth of the seasonal nutrients drawdown along the section.

The average values of the variables for each layer and their confidence intervals can be found in the Supplementary Table S1.

2.3 pH deconvolution

Changes in ocean pH may be brought about by changes in in situ temperature (T\(_{is}\)), salinity (S), A\(_T\), and/or DIC, of which changes in the latter may be brought about by C\(_{nat}\) uptake or by natural processes (C\(_{nat}\)), such as
remineralisation. $C_{\text{nat}}$ is determined as the difference between measured DIC and estimated $C_{\text{air}}$. Changes in temperature and salinity influence the equilibrium constants of the oceanic CO$_2$ system. Additionally, changes in salinity influence the borate concentration, whose influence is taken into account by the relationship proposed by Uppström (1974).

To estimate how much each of these altogether five factors have contributed to the observed change in pH, we assumed linearity and decomposed the observed pH changes into these potential drivers according to:

$$
\frac{d\text{pH}_{\text{iso}}}{dt} = \frac{d\text{pH}_{\text{iso}}}{dT} \frac{dT}{dt} + \frac{d\text{pH}_{\text{iso}}}{dS} \frac{dS}{dt} + \frac{d\text{pH}_{\text{iso}}}{d\Delta T} \frac{d\Delta T}{dt} + \frac{d\text{pH}_{\text{iso}}}{d\text{DIC}} \frac{d\text{DIC}}{dt} + \frac{d\text{pH}_{\text{iso}}}{dC_{\text{nat}}} \frac{dC_{\text{nat}}}{dt}.
$$

Due to the small range of pH change to which we are working and to the relatively low pH variability within each layer, we can consider that pH follows a linear scale instead of a logarithmic scale. This causes that the contributions of each of the terms considered in Eq. (2) to pH change are equivalent to the contributions in terms of [H$^+$].

To estimate $\frac{d\text{pH}_{\text{iso}}}{dt}$ (where var refers to each of the drivers: $T$, $S$, $\Delta T$, and DIC) we calculated the mean pH$_{\text{iso}}$ for each layer and cruise year using the real layer average value of var for each year but keeping the values of the other three drivers constant and equal to the mean time-average value for the layer over all the cruises of the studied time period. Given that the variability of the physicochemical properties within each layer is relatively low (see standard deviations of the averaged values in Table S1), we can assume that these derivatives are constant over the studied time period and use a constant derivative value for each layer. Note that sensitivity of pH$_{\text{iso}}$ to changes in $C_{\text{iso}}$ is the same as the sensitivity to changes in $C_{\text{air}}$ since both are DIC, and, therefore, only $\frac{d\text{pH}_{\text{iso}}}{d\text{DIC}}$ is necessary. To estimate each $\frac{\text{mean} \ d\text{var}}{dt}$ term we performed a linear regression between var and time for each layer.

Trends of all variables involved in Eq. (2) were calculated using based on the annual interpolation of the observed values to avoid the bias due to the reduced availability of cruises during the 80’s and 90’s with respect to the 2000’s.

### 3 RESULTS AND DISCUSSION

#### 3.1 Mean dDistribution of water mass properties

The Irminger and Iceland basins in the North Atlantic are characterized by warm and saline surface waters, and cold and less saline intermediate and deep waters (Fig. 2a,b). The central waters (here represented by the SPMW layer), which dominates the upper ~700 m, are warmer and saltier in the Iceland basin than in the Irminger basin, reflecting the water mass transformation that takes place along the path of the North Atlantic Current (NAC) (Brambilla and Talley, 2008). In particular, the mixing of the SPMW layer with the surrounding waters while flowing around the Reykjanes Ridge (evident in the salinity distribution; see also García-Ibáñez et al. (2015)), in conjunction with the air–sea heat loss, results in a colder and fresher SPMW layer in the Irminger basin. The ULSW and cLSW layers, below the SPMW layer, are warmer and saltier in the Iceland basin due to their mixing with the surrounding waters during their journey from their formation regions (Bersch et al., 1999; Pickart et al., 2003; García-Ibáñez et al., 2015). The ISOW layer dominates at depths beneath the cLSW layer.
This layer is warmer and saltier in the Iceland basin, reflecting its circulation. ISOW comes from the Iceland–Scotland sill and flows southwards into the Iceland basin, where it mixes with the older North Atlantic Deep Water (NADW). Then, it crosses the Reykjanes Ridge through the Charlie–Gibbs Fracture Zone (Fig. 1a), where it mixes with the recently ventilated cLSW and DSOW, becoming colder and fresher. In the bottom of the Irminger basin, a fifth layer is distinguished, DSOW, being the coldest and freshest layer of the section.

The general pattern of pH_{rs} (Fig. 2c) follows by and large the distribution expected from the surface production of organic material and remineralisation at depth. Consequently, high surface pH values (> 8.05) are the result of the withdrawing of DIC by photosynthetic activity, found in upper layers, while the values generally decrease with depth down to < 7.95 in the deepest layers, because of the DIC concentration increase resulting from remineralisation. This overall pattern is disrupted at ~500 m in the Iceland basin by a layer with relatively low pH_{rs} values (< 7.98), coinciding with relatively high AOU and DIC values (Fig. 2e,f). This layer could be associated to an area of slower circulation where the products of the remineralization of the organic matter accumulate. This thermocline layer could also been influenced by waters of southern origin (Sarafanov et al., 2008), which are advected into the region by the NAC, whose arrival extension is closely related within the North Atlantic Oscillation (Desbruyères et al., 2013). The presence of this low pH layer lowers the average pH of our SPMW layer in the Iceland basin compared to the Irminger basin (Fig. 3). An opposite pattern is found in the uLSW layer. The water mass formation occurring in the Irminger basin (Pickart et al., 2003; García-Ibáñez et al., 2015; Fröb et al., 2016; Piron et al., 2016) transfers recently ventilated low DIC and high pH waters to depth, which causes the mean pH of uLSW in the Irminger basin to be higher than in the Iceland basin. Finally, the layers that contain the overflow waters have the lowest pH values. The presence of the older NADW in the ISOW layer in the Iceland basin decreases the mean pH of this layer here, making it lower than in the Irminger basin.

The surface upper layer waters of the section have low DIC values, which rapidly increase when increasing depth (Fig. 2f). The low DIC values in the uppermost ~200 m are also related to consequence of the photosynthetic activity that withdraws DIC from seawater. Below ~200 m the DIC distribution is almost homogeneous, only disrupted by relatively high values in the Iceland basin at ~500 m associated with the thermocline layer, and at the bottom, associated with the old NADW. The gradients in DIC anthropogenic and natural components of DIC are much stronger. This is because the C_{an} and C_{nat} distributions are anti-correlated. The C_{an} values are high, close to saturation (approximately 80% of saturation, the C_{an} concentration expected from a surface ocean in equilibrium with the atmospheric CO2), near the surface and decrease with depth (Fig. 2h), because C_{an} enters the ocean from the atmosphere. The C_{an} distribution has an opposite pattern, similar to that of the AOU distribution (Fig. 2e), with low surface values and high bottom values (Fig. 2g), for reasons discussed above similar to that of the AOU distribution (Fig. 2e), since C_{an} is linked to the ventilation of water masses, i.e., respiration and renewal of the water mass.

The A_{T} distribution along the section resembles the salinity distribution, with high values associated with the relatively saline central waters and relatively low and almost homogeneous values in the rest of the section (Fig. 2d). The exception comes with the deep water ISOW layer. The high A_{T} values found in the ISOW layer of the Iceland basin, which have among the highest A_{T} values while are not mirrored in the salinity is not extraordinarily high distribution. This reflects the influence of NADW, which contains that is traced by the relatively large amounts of silicate related to the influence of the Antarctic Bottom Water, which provides high
3.2 Water mass acidification and drivers

Trends of $\mathrm{pH}_{\text{10}}$ in each layer and basin are presented in Table 3 and in Fig. 3 and in Supplementary Fig. S1. The $\mathrm{pH}_{\text{10}}$ has decreased in all layers of the Irminger and Iceland basins during the time period of more than 320 years (1989–2015) that is covered by the data. The trends are stronger in the Irminger basin due to the presence of younger waters. The rate of $\Delta \mathrm{pH}$ decline decreases with depth, except for the DSOW layer that has acidification rates close to those found in the cLSW layer. This indicates that DSOW is a newly formed water mass that has recently been in contact with the atmosphere. Moreover, the acidification rate in the ISOW layer in the Irminger basin is relatively low, which could be related to the increasing importance of the relatively old NADW in this layer, with the diminution of cLSW formation since mid-90s (Lazier et al., 2002; Yashayaev, 2007).

The observed rate of $\mathrm{pH}_{\text{10}}$ decrease in the SPMW layer of the Iceland basin (-0.00126 ± 0.0001 pH units·yr$^{-1}$; Table 3, Fig. 3b) is in agreement with that observed at the Iceland Sea time-series (68ºN, 12.66ºW; Olafsson et al. (2009, 2010)) for the period 1983–2014 (-0.0014 ± 0.0005 pH units yr$^{-1}$; Bates et al. (2014)). Our rates in the SPMW layer of both basins are slightly lower than those observed at the Subtropical Atlantic time-series stations ESTOC (29.04ºN, 15.50ºW; Santana-Casiano et al. (2007)), González-Dávila et al. (2010)) for the period 1995–2014 (-0.0016 ± 0.0002 pH units yr$^{-1}$; Bates et al. (2014)) and BATS (32ºN, 64ºW; Bates et al. (2014)) for the period 1998–2014 (-0.0017 ± 0.0001 pH units yr$^{-1}$; Bates et al. (2014)). However, our rate of $\mathrm{pH}_{\text{10}}$ decrease in the SPMW layer in the Irminger basin (-0.00148 ± 0.0001 pH units·yr$^{-1}$) is only half of lower than that observed in the sea surface waters of the Irminger Sea time-series (64.3ºN, 28ºW; Olafsson et al. (2010)) for the period 1983–2014 (-0.0026 ± 0.0006 pH units·yr$^{-1}$; Bates et al. (2014)), which is exceptionally high compared to the other time series summarized here. Bates et al. (2014) linked the high acidification rate found at the Irminger Sea time-series to the high rate of increase in DIC (1.62 ± 0.35 µmol·kg$^{-1}$·yr$^{-1}$) observed at this site, which is almost twice our rate of increase in DIC (0.64 ± 0.07 µmol·kg$^{-1}$·yr$^{-1}$, Fig. 5c). This is based on data from only one site, further north than our section, and indicates that spatial variations are substantial in this region. Besides, the acidification rates in the SPMW layer of the both basins here reported are in agreement with the rates of -0.0020 ± 0.0004 pH units·yr$^{-1}$ determined for the North Atlantic subpolar seasonally stratified biome for the period 1991-2011 (Laufset et al., 2015). Compared to the Subtropical Atlantic time-series stations, our rates in the SPMW layer of both basins are slightly in agreement with the rates observed at the Subtropical Atlantic time-series stations ESTOC (29.04ºN, 15.50ºW; Santana-Casiano et al. (2007)), González-Dávila et al. (2010)) for the period 1995–2014 (-0.0018 ± 0.0002 pH units yr$^{-1}$; Bates et al. (2014)) and BATS (32ºN, 64ºW; Bates et al. (2014)) for the period 1983–2014 (-0.0017 ± 0.0001 pH units yr$^{-1}$; Bates et al. (2014)). Comparing to with the Pacific Ocean, the OA rates in the Iceland and Irminger basins are slightly lower than in agreement with those reported for the Central North Pacific based on data from the time-series station HOT (22.45ºN, 158ºW; Dore et al. (2009)) for the period 1988–2014 (-0.0016 ± 0.0001 pH units yr$^{-1}$; Bates et al. (2014)), but are in agreement with slightly higher than found determined by Wakita et al. (2013) in the winter mixed layer at the Subarctic Western North Pacific (time-series stations K2 and KNOT) for the period 1997–2011 (-0.0010 ± 0.0004 pH units yr$^{-1}$). Wakita et al. (2013) attributed the lower than expected pH trends to an increasing $A_T$ trend.
Mazquez Rodrigo et al. (2017b) have previously studied the pH changes in the different water masses of the Irminger and Iceland basins. These authors carried out a pH normalization to avoid potential biases due to different ventilation stages and rates of each layer, from the different spatial coverage of the evaluated cruises. The normalized pH values (pH_{norm}) for each layer was obtained using multiple linear regressions between the observed mean pH_{water} (pH at seawater scale and 25ºC) and the observed mean values of θ, salinity, silicate and AOU, referred to the mean climatological values of θ, salinity, silicate and AOU compiled in WOA05 (http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html). This normalization, combined with the lower temporal coverage (1981–2008) and the fact that they evaluated trends in pH at 25ºC and not at in situ conditions, renders direct comparisons between their and our derived trends difficult.

To infer the causes of the acidification trends reported here, we decomposed the pH trends into their individual components as described in Sect. 2.2. The values of each term of \( \frac{\partial pH_{total}}{\partial t} \) and \( \frac{\partial pH_{total}}{\partial \text{var}} \) (where var refers to each of the drivers) described in Sect. 2.2 can be found in the Supplementary Table S2 and in Figs. 4–6, respectively. The results of solving Eq. (2) are presented in Table 3. The sum of the pH changes caused by the individual drivers (in situ temperature, salinity, A_T and DIC) i.e., \( \frac{\partial pH_{total}}{\partial t} \) matches the observed pH trends \( \frac{\partial pH_{total}}{\partial t} \) obs, which renders confidence to the method.

The temperature changes (Fig. 4a,b) have generally resulted in small to negligible pH declines (Table 3). Specifically, warming corresponds to a pH decrease of more than least 0.0004–2 pH units·yr\(^{-1}\) in the SPMW layer of both basins—the Iceland basin and in the LSW and DSOW layers of the Irminger basin, while the effect of temperature changes on pH in the other layers is negligible. Temperature driven pH change is larger in the LSW layers in the Irminger than in the Iceland basin. In the case of the uLSW layer, this is possibly explained by the deep convection occurring in the Irminger basin (Pickart et al., 2003; García-Ibáñez et al., 2015; Fröb et al., 2016; Piron et al., 2016). In the case of the cLSW layer, the higher pH changes driven by temperature changes in the Irminger basin could be explained by the rapid advection of this water mass from the Labrador Sea to this basin (Yashayaev et al., 2007). Temperature driven pH change in the DSOW layer could be related to the entrainment of SPMW into DSOW that takes place downstream of the Greenland-Iceland sills (Read, 2000; Yashayaev and Dickson, 2008). The temperature effect on pH evaluated here is mostly thermodynamic. The same applies to the salinity effect, which however is small to negligible, reflecting that salinity changes in the region (Fig. 4c,d) are insufficiently large to significantly change pH.

Overall, the A_T has increased in all layers—the Irminger and Iceland basins (Fig. 5a,b), corresponding to increasing pH (Table 3), which counteracts the acidification from the CO_2 absorption. The contribution from A_T to reduce ocean acidification is significant for all layers, except for ISOW of the Irminger basin and uLSW of the Iceland basin (in which where the trend in A_T trends over time is decreasing, but are not significant; Fig. 5a,b). The similar behaviour of the salinity and A_T trends over time may indicate that the changes in A_T are mainly driven by changes in salinity. The A_T increasing trends observed in the SPMW layer may indicate could be related to the increasing presence of waters of subtropical origin (with higher A_T) as the subpolar gyre was shrinking since from the mid-90s and into the 2000s (e.g., Flatau et al., 2003; Häkkinen and Rhines, 2004; Böning et al., 2006). In the case of the LSW layers, the increase in alkalinity can be explained by the mid-90s cessation of the cLSW formation (Lazier et al., 2002; Yashayaev, 2007), with the consequent salinization (and increase in alkalinity) of this water mass. The signal of the cLSW salinization was then transmitted to the overflow layers due to the entrainment events (Sarafanov et al., 2010). The A_T effect is evident in the ISOW layer.
of the Iceland basin, which can be explained by the circulation and mixing of this layer. As ISOW flows downstream along the Reykjanes Ridge, it mixes with cLSW and NADW (van Aken and de Boer, 1995; Fogelqvist et al., 2003). The reduced volume of cLSW since mid 90s (Lazier et al., 2002; Yashayaev, 2007) has increased the importance of NADW (with high $A_{\text{CO}_2}$, Fig. 2h) in the ISOW layer, making the pH decrease of the ISOW layer of the Iceland basin lower than in the Irminger basin.

The DIC increase (Fig. 5c,d) is the main cause of the observed pH decreases (Table 3), and corresponds to pH drops between -0.0008599 and -0.00134205 pH units yr\(^{-1}\) (Table 3). The waters in both the Irminger and Iceland basins gained DIC in response to the increase in atmospheric CO\(_2\): the convection processes occurring in the basins the former basin (Pickart et al., 2003; Thierry et al., 2008; de Boisséson et al., 2010; García-Ibáñez et al., 2015; Fröb et al., 2016; Piron et al., 2016) and in the surrounding ones (i.e., Labrador and Nordic Seas) provide an important pathway for DIC to pass from the surface mixed layer to the intermediate and deep layers. The effect of the DIC increase on pH is generally dominated by the anthropogenic component (Table 3). The exception comes with the cLSW layer of the Irminger basin, where dominates the natural component resulting from the aging of the layer dominates. In general, the Irminger basin all layers have higher $C_{\text{in}}$ increase rates in the Irminger basin than in the Iceland basin layers (Fig. 6a,b), and therefore larger pH declines, presumably a result of the proximity convection in the Irminger basin itself and advection of newly ventilated waters from the Irminger basin to the regions of deep water formation Labrador Sea. The highest $C_{\text{in}}$ increase rates are found in the SPMW layer, owing to its direct contact with the atmosphere, and result in the highest strongest rates of pH decrease. The higher pH drops related to $C_{\text{in}}$ increase found in the SPMW layer in the Irminger basin compared to those found in the Iceland basin layer, can be related to the differences in the rise in $C_{\text{in}}$ levels in both basins.

In the Irminger basin, the rise in $C_{\text{in}}$ levels of the SPMW layer correspond to about 857% of the rate expected from a surface ocean maintaining its degree of saturation with the atmospheric CO\(_2\) rise (computed using as reference the measurements of Mauna Loa) globally averaged marine surface annual mean pCO\(_2\) data from the NOAA, ftp://aftp.cmdl.noaa.gov/products/trends/co2/co2_annmean_gl.txt), while in the Iceland basin, this rate is about 73% of the expected rate. The lower fraction in the Iceland basin compared to the Irminger basin is a consequence of the inclusion of the aforementioned poorly ventilated thermocline waters in our SPMW layer (Fig. 2e,h). Note than none of the $C_{\text{in}}$ trends of the SPMW layers correspond to 100% of the rate expected from assuming saturation with the atmospheric CO\(_2\) rise. This can be explained by the fact that surface waters CO\(_2\) concentration rise lags that of the atmosphere by between two to five years in this region (Biastoch et al., 2007; Jones et al., 2014). We also note that the temperature and $A_{\text{CO}_2}$ changes impact the pH of the SPMW layer, decreasing and increasing it, respectively. This could indicate the increasing presence of warmer and more saline (with higher $A_{\text{CO}_2}$) waters of subtropical origin, which, because $A_{\text{CO}_2}$ effects dominate (as stated before, the effect of salinity change on pH is negligible), in last instance a net sense partially counteracts the effects of increasing DIC values. Overall this change can be explained as the result of the contraction of the subpolar gyre that took place since mid-90s (e.g., Flatau et al., 2003; Häkkinen and Rhines, 2004; Bönig et al., 2006). Wakita et al. (2013) also found lower than expected acidification rates in the surface waters of the Pacific Ocean, which they explained as being the consequence of increasing $A_{\text{CO}_2}$. Finally, the strong influence of anthropogenic component on the pH decrease of the DSOW layer stands out, and is the main agent of the pH decline in this layer.

The pH changes related to $C_{\text{in}}$ changes (Fig. 6c,d) can be interpreted as changes related to ventilation of water masses and water mass changes (with different $A_{\text{CO}_2}$ and DIC). Higher Stronger pH decreases related to $C_{\text{in}}$
changes indicate lack of ventilation and accumulation of DIC from remineralised organic material. This is clearly the case for the cLSW layer, where the observed pH decrease is caused by a combination of the effects of \( C_{\text{nat}} \) and \( C_{\text{ant}} \) (Table 3). The greater influence of \( C_{\text{nat}} \) in the cLSW layer is the result of the aging of this water mass after its last formation event, in the mid-90s (eg., Lazier et al., 2002; Azetsu-Scott et al., 2003; Kieke et al., 2007; Yashayaev, 2007). Similar effect of the \( C_{\text{ant}} \) changes on pH is observed in the overflow layers of the Irminger basin, which are influenced by the mixing with cLSW (García-Ibáñez et al., 2015). Finally, there is a contrast between the \( C_{\text{nat}} \) influence on the pH of the uLSW layer in both basins. The inter-annual variability of the uLSW properties attenuates due to mixing over the length and timescales of the transit from the Labrador Sea (Cunningham and Haine, 1995; Paillet et al., 1998), which causes the inter-annual variability in the \( C_{\text{nat}} \) values of the uLSW layer in the Iceland basin to be smoother than in the Irminger basin (Fig. 6c,d). Therefore, the lower inter-annual variability in the \( C_{\text{nat}} \) values of the uLSW layer in the Iceland basin promotes better detectability of the ventilation of the uLSW layer, whose effects offset up to 60% the effects of acidification on the uLSW layer of the Iceland basin. \( C_{\text{nat}} \) also contributes to pH changes in the ISOW layer of the Iceland basin, which is related to the increasing influence of the relatively old NADW over time due to the decreasing contribution of LSW (Sy et al., 1997; Yashayaev, 2007; Sarafanov et al., 2010; García-Ibáñez et al., 2015).

Vázquez-Rodríguez et al. (2012b) have previously studied the pH changes in the different water masses of the Irminger and Iceland basins. These authors carried out a pH normalization to avoid potential biases due to different ventilation stages and rates of each layer, from the different spatial coverage of the evaluated cruises. The normalized pH values (pH\(_{\text{SWS25}}\)) for each layer was obtained using multiple linear regressions between the observed mean pH\(_{\text{SWS25}}\) (pH at seawater scale and 25ºC) and the observed mean values of \( \theta \), salinity, silicate and AOU, referred to the mean climatological values of \( \theta \), salinity, silicate and AOU compiled in WOA05 (http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html). This normalization, combined with the lower different temporal coverage (1981–2008) and the fact that they evaluated trends in pH at 25ºC and not at in situ conditions, causes the rates reported by Vazquez-Rodriguez et al. (2012b) differ from those obtained in the present work renders direct comparisons between their and our derived trends difficult. The pH\(_{\text{S}}\) trends reported for the SPMW and uLSW layers of the Irminger basin and for the ISOW layer of the Iceland basin are very similar to our pH\(_{\text{SNS}}\) trends for these layers. However, the pH\(_{\text{SNS}}\) trends reported by Vazquez-Rodriguez et al. (2012b) for the cLSW layer in both basins and for the ISOW layer in the Irminger basin are very different from our pH\(_{\text{SNS}}\) trends for these layers, but are very similar to pH changes derived from \( C_{\text{nat}} \) changes \( \frac{\partial \text{pH}_{\text{SNS}}}{\partial \text{DIC}} \frac{\partial \text{DIC}}{\partial t} \) (in Table 3). In the case of the DSOW layer, the pH\(_{\text{SNS}}\) trend is also in agreement with \( \frac{\partial \text{pH}_{\text{SNS}}}{\partial \text{DIC}} \frac{\partial \text{DIC}}{\partial t} \) trends. This suggests that the normalization carried out by Vazquez-Rodriguez et al. (2012b) could remove some of the impact of the natural component (represented here by \( C_{\text{nat}} \)) over pH changes, essentially due to the use of AOU in the normalization.

4 CONCLUSIONS

The progressive acidification of the North Atlantic waters has been assessed from direct observations obtained over the last three decades (1989–2015), with the greatest pH decreases observed in surface and intermediate waters. By separatingFrom the study of the main drivers of the observed pH change into its main drivers changes we corroborateconclude that the observed pH decreases are mainly a consequence of the oceanic
C\textsubscript{ant} uptake and in addition we find that they have been partially offset by A\textsubscript{T} increases. However Thus, while the C\textsubscript{ant} concentration of the upper layer roughly keeps up with that expected from rising atmospheric CO\textsubscript{2}, the pH decreases at a lower rate than expected from C\textsubscript{ant} increase. The increasing arrival of saline and alkaline subtropical waters transported by the NAC to the study region related to the contraction of the subpolar gyre since mid-90’s buffers the acidification caused by the C\textsubscript{ant} increase in the upper layer. The acidification rates in intermediate waters are similar to those in the surface waters, and are caused by a combination of anthropogenic and non-anthropogenic components. The acidification of cLSW due to the C\textsubscript{ant} uptake is reinforced by the aging of this water mass from the end of the 1990s onwards. The pH of the deep waters of the Irminger basin, DSOW, has clearly decreased in response to anthropogenic forcing. We also observe that water mass warming contributes between 142 and 1825% to the pH decrease of the upper and intermediate waters of the Irminger basin, and 3410% to the pH decrease of the upper waters of the Iceland basin.
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Table 1: List of hydrographic cruises used in this study (Fig. 1a). P.I. denotes principal investigator, and #St the number of stations selected used here, and measurements refers to the seawater CO₂ system measurements performed during these cruises.

<table>
<thead>
<tr>
<th>Cruise Name</th>
<th>Expocode</th>
<th>Month/Year</th>
<th>Vessel</th>
<th>P.I.</th>
<th>#St</th>
<th>Measurements</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTO-NAS L6</td>
<td>316N19810821</td>
<td>08-09/1981</td>
<td>Knorr</td>
<td>W.J. Jenkins</td>
<td>16</td>
<td>A₃ and DIC</td>
<td>Takahashi and Brewer (1986)</td>
</tr>
<tr>
<td>AR07E</td>
<td>64TR91_1</td>
<td>04-05/1991</td>
<td>Tyro</td>
<td>H.M. van Aken</td>
<td>12</td>
<td>DIC</td>
<td>Stoll et al. (1996)</td>
</tr>
<tr>
<td>A01E</td>
<td>06MT18_1</td>
<td>09/1991</td>
<td>Meteor</td>
<td>J. Meincke</td>
<td>15</td>
<td>A₃ and DIC</td>
<td>Meincke and Becker (1993)</td>
</tr>
<tr>
<td>A01E</td>
<td>06MT30_3</td>
<td>11-12/1994</td>
<td>Meteor</td>
<td>J. Meincke</td>
<td>27</td>
<td>DIC</td>
<td>Koltermann et al. (1996)</td>
</tr>
<tr>
<td>AR07E</td>
<td>06MT39_5</td>
<td>08-09/1997</td>
<td>Meteor</td>
<td>A. Sy</td>
<td>32</td>
<td>DIC</td>
<td>Rhein et al. (2002)</td>
</tr>
<tr>
<td>OVIDE 2006</td>
<td>06MM20060523</td>
<td>05-06/2006</td>
<td>Maria S.</td>
<td>P. Lherminier</td>
<td>44</td>
<td>pH and A₃</td>
<td>Gourcuff et al. (2011)</td>
</tr>
<tr>
<td>CATARINA¹</td>
<td>29AH20120623</td>
<td>06-07/2012</td>
<td>Sarmiento de Gamboa</td>
<td>A.F. Ríos</td>
<td>44</td>
<td>pH and A₃</td>
<td>This work</td>
</tr>
<tr>
<td>GEOVIDE¹</td>
<td>35PQ20140517</td>
<td>05-06/2014</td>
<td>Pourquoi Pas?</td>
<td>G. Sarthou</td>
<td>31</td>
<td>pH and A₃</td>
<td>This work</td>
</tr>
<tr>
<td>58GS20150410</td>
<td>58GS20150410</td>
<td>04-05/2015</td>
<td>G.O. Sars</td>
<td>A. Olsen</td>
<td>10</td>
<td>A₃ and DIC</td>
<td>Fröb et al. (2016)</td>
</tr>
</tbody>
</table>

¹Both CATARINA (http://catarina.iim.csic.es/en) and GEOVIDE (http://www.geovide.obs-vlfr.fr) cruises contain the OVIDE section (http://wwz.ifremer.fr/lpo/La-recherche/Projets-en-cours/OVIDE), and in the study are referred to as OVIDE 2012 and 2014, respectively.
Table 2: Mean values ± confidence interval of pressure (in dbar), potential temperature (θ, in °C), salinity, Apparent Oxygen Utilization (AOU, in μmol·kg⁻¹), total alkalinity (Aₚ, in μmol·kg⁻¹), anthropogenic CO₂ (C_ant, in μmol·kg⁻¹) and pH at total scale and in situ conditions of temperature and pressure (pHₜᵢₛ₂) for the bottom waters of the Iberian Abyssal Plain sampled during the seven OVIDE cruises. “nN” represents the number of data considered in each cruise and “±” the standard deviation. The last row represents the inter-cruise confidence interval (i.e., the confidence interval standard deviation of the mean values across the seven cruises).

<table>
<thead>
<tr>
<th>Year (nN)</th>
<th>Pressure</th>
<th>θ</th>
<th>Salinity</th>
<th>AOU</th>
<th>Aₚ</th>
<th>C_ant</th>
<th>pHₜᵢₛ₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002 (144)</td>
<td>4205 ± 1052</td>
<td>2.182 ± 0.166090</td>
<td>34.913 ± 0.04608</td>
<td>86.1 ± 62.0</td>
<td>2351 ± 63</td>
<td>6.4 ± 2.61</td>
<td>7.7408 ± 0.013 ± 0.0063</td>
</tr>
<tr>
<td>2004 (158)</td>
<td>4263 ± 908</td>
<td>2.162 ± 0.150975</td>
<td>34.908 ± 0.04407</td>
<td>87.1 ± 2.614</td>
<td>2352 ± 63</td>
<td>6.2 ± 1.24</td>
<td>7.7418 ± 0.013 ± 0.0063</td>
</tr>
<tr>
<td>2006 (132)</td>
<td>4252 ± 1058</td>
<td>2.170 ± 0.164092</td>
<td>34.913 ± 0.04608</td>
<td>85.4 ± 2.616</td>
<td>2350 ± 63</td>
<td>6.2 ± 2.61</td>
<td>7.7418 ± 0.014 ± 0.0063</td>
</tr>
<tr>
<td>2008 (125)</td>
<td>4206 ± 1022</td>
<td>2.179 ± 0.150975</td>
<td>34.911 ± 0.04407</td>
<td>84.9 ± 2.618</td>
<td>2353 ± 84</td>
<td>7.0 ± 3.21</td>
<td>7.7445 ± 0.016 ± 0.0063</td>
</tr>
<tr>
<td>2010 (131)</td>
<td>4312 ± 1048</td>
<td>2.163 ± 0.184077</td>
<td>34.908 ± 0.04608</td>
<td>85.9 ± 2.616</td>
<td>2351 ± 63</td>
<td>7.0 ± 1.24</td>
<td>7.7408 ± 0.013 ± 0.0042</td>
</tr>
<tr>
<td>2012 (102)</td>
<td>4397 ± 1052</td>
<td>2.149 ± 0.144077</td>
<td>34.909 ± 0.04608</td>
<td>87.9 ± 3.216</td>
<td>2352 ± 63</td>
<td>5.1 ± 1.24</td>
<td>7.7428 ± 0.015 ± 0.0042</td>
</tr>
<tr>
<td>2014 (54)</td>
<td>4441 ± 954</td>
<td>2.141 ± 0.138096</td>
<td>34.904 ± 0.04407</td>
<td>87.4 ± 2.6136</td>
<td>2353 ± 63</td>
<td>5.5 ± 3.015</td>
<td>7.7438 ± 0.016 ± 0.0063</td>
</tr>
<tr>
<td>0</td>
<td>0.001 ± 0.0015</td>
<td>0.0023</td>
<td>0.811</td>
<td>0.811</td>
<td>0.52</td>
<td>0.0015</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3: Observed and modeled changes of pH at total scale and in situ conditions (in situ temperature and pressure). Carbonate ion, DIC, ΩCaCO₃, and MoO₃ are generally used as well as anion changes. The pH changes are determined at the sum of the pH changes caused by the individual drivers (in situ temperature and salinity, S; total alkalinity, A; total carbonate, DIC; HCO₃⁻; CO₃²⁻; H₃O⁺; and CO₂(gas)). All the trends are calculated based on the annually interpolated water masses. Changes are calculated as the differences between measured values and are in 10⁻⁶ units yr⁻¹. Values in parenthesis are the percentages of the observed pH change explained by each one of its drivers. Confront Fig. 1 for water masses acronyms.

<table>
<thead>
<tr>
<th></th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dt)&lt;sub&gt;obs&lt;/sub&gt;</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dT&lt;sub&gt;T&lt;/sub&gt;)&lt;sub&gt;obs&lt;/sub&gt;</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dS)</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dA&lt;sub&gt;T&lt;/sub&gt;)</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dDIC)</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dC&lt;sub&gt;tot&lt;/sub&gt;)</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dC&lt;sub&gt;CaCO₃&lt;/sub&gt;)</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dC&lt;sub&gt;T&lt;/sub&gt;)</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dC&lt;sub&gt;T&lt;/sub&gt;)&lt;sub&gt;total&lt;/sub&gt;</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dt) &lt;sub&gt;total&lt;/sub&gt;</th>
<th>(dpH&lt;sub&gt;T&lt;/sub&gt;/dt) &lt;sub&gt;unobs&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPMW</td>
<td>-1.488 ± 0.08</td>
<td>-0.240 ± 0.06</td>
<td>-0.02 ± 0.04</td>
<td>0.296 ± 0.067</td>
<td>-2.422 ± 0.121</td>
<td>-4.602 ± 0.142</td>
<td>0.2416 ± 0.061</td>
<td>-1.238 ± 0.145</td>
<td>(100.42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>uLSW</td>
<td>-1.306 ± 0.08</td>
<td>-0.223 ± 0.023</td>
<td>-0.012 ± 0.002</td>
<td>0.250 ± 0.043</td>
<td>-1.136 ± 0.081</td>
<td>-1.669 ± 0.136</td>
<td>-0.22 ± 0.143</td>
<td>(100.26)</td>
<td>(120.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cLSW</td>
<td>-1.557 ± 0.08</td>
<td>-0.140 ± 0.032</td>
<td>-0.048 ± 0.021</td>
<td>0.270 ± 0.065</td>
<td>-1.228 ± 0.047</td>
<td>-0.545 ± 0.047</td>
<td>-1.310 ± 0.042</td>
<td>(100.43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISOW</td>
<td>-1.016 ± 0.02</td>
<td>-0.039 ± 0.02</td>
<td>-0.012 ± 0.002</td>
<td>0.242 ± 0.056</td>
<td>-1.508 ± 0.140</td>
<td>-0.249 ± 0.057</td>
<td>-0.450 ± 0.050</td>
<td>(100.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSOW</td>
<td>-1.746 ± 0.06</td>
<td>-0.16 ± 0.035</td>
<td>-0.045 ± 0.031</td>
<td>0.365 ± 0.062</td>
<td>-1.608 ± 0.129</td>
<td>-0.779 ± 0.080</td>
<td>-0.985 ± 0.079</td>
<td>(100.26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPMW</td>
<td>-1.485 ± 0.08</td>
<td>-0.406 ± 0.068</td>
<td>-0.041 ± 0.011</td>
<td>0.4117 ± 0.047</td>
<td>-1.260 ± 0.147</td>
<td>-1.245 ± 0.123</td>
<td>0.056 ± 0.068</td>
<td>(100.62)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uLSW</td>
<td>-1.309 ± 0.08</td>
<td>-0.042 ± 0.023</td>
<td>0.002 ± 0.002</td>
<td>-0.061 ± 0.047</td>
<td>-1.038 ± 0.046</td>
<td>-1.689 ± 0.125</td>
<td>-0.060 ± 0.091</td>
<td>(100.34)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cLSW</td>
<td>-0.326 ± 0.06</td>
<td>-0.046 ± 0.02</td>
<td>-0.007 ± 0.002</td>
<td>0.129 ± 0.059</td>
<td>-0.142 ± 0.050</td>
<td>-0.669 ± 0.085</td>
<td>-0.341 ± 0.060</td>
<td>(100.43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISOW</td>
<td>-0.490 ± 0.06</td>
<td>-0.03 ± 0.01</td>
<td>-0.002 ± 0.001</td>
<td>0.4111 ± 0.012</td>
<td>-0.095 ± 0.084</td>
<td>-0.495 ± 0.028</td>
<td>-0.904 ± 0.080</td>
<td>(100.14)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: (a) Sampling locations of the twelve cruises used in this study (1989–2015) plotted on bathymetry (500 m intervals). The black line shows the boundary between the Irminger and the Iceland basins constituted by the Reykjanes Ridge. CGFZ = Charlie–Gibbs Fracture Zone. (b) Limits of the layers and basins considered in this study plotted on top of the mean-salinity distribution for the 2004 cruise. The isopycnals delineating the layers are defined by potential density ($\sigma_0$, referenced to 0 dbar; $\sigma_1$: 1000 dbar; $\sigma_2$: 2000 dbar; all in kg m$^{-3}$), and the vertical white line is the limit (Reykjanes Ridge) between the Irminger (left) and Iceland basins (right). The dashed vertical lines represent the Longitude axis marks. The layer acronyms are Subpolar Mode Water (SPMW), upper and classical Labrador Sea Water (uLSW and cLSW, respectively), Iceland–Scotland Overflow Water (ISOW) and Denmark Strait Overflow Water (DSOW).
Figure 2: Mean distributions along the cruise track, from Greenland (left) to the Iceland basin (right) over study period (1999–2015), for: (a) potential temperature (θ, in °C), (b) salinity, (c) pH at total scale and in situ conditions (pHTis), (d) total alkalinity (AT, in μmol·kg⁻¹), (e) apparent oxygen utilization (AOU, in μmol·kg⁻¹), (f) total dissolved inorganic carbon (DIC; in μmol·kg⁻¹), (g) natural DIC (Cnat, in μmol·kg⁻¹) and (h) anthropogenic CO₂ (Cant, in μmol·kg⁻¹) for the 2004 cruise. The dashed vertical lines represent the Longitude axis marks.
Figure 3: Temporal evolution of average pH at total scale and in situ conditions (pH\textsubscript{Tis}) in the main water masses of the Irminger (a) and Iceland (b) basins, between 1989 and 2015. Each point represents the average pH\textsubscript{Tis} of a particular layer (SPMW (red dots), uLSW (blue diamonds), cLSW (black asterisks), ISOW (green squares) and DSOW (magenta stars)) at the time of each cruise (Table S1). The error bars are two times the error of the mean (2\sigma = 2\times(\text{Standard Deviation})/\sqrt{N}, where \(N\) is the number of samples of each layer). The inset box legends also give the trends (in $10^{-3}$ pH units·yr\(^{-1}\)) ± standard error of the estimate and the correlation coefficients ($r^2$), resulting from the annually interpolated values. *** denotes that the trend is statistically significant at the 99% level (p-value < 0.01). Confront Fig. 1 for layer acronyms.
Figure 4: Temporal evolution between 1989 and 2015 of average (a and b) in situ temperature ($T_{\text{is}}$ in °C) and (c and d) salinity in the main water masses of the Irminger (a and c) and Iceland (b and d) basins. Each point represents the average property of a particular layer (SPMW (red dots), uLSW (blue diamonds), cLSW (black asterisks), ISOW (green squares) and DSOW (magenta stars)) at the time of each cruise (Table S1). The error bars are ±2σ. The inset boxes also give the trends (in 10$^{-3}$ units·yr$^{-1}$) ± standard error of the estimate and the correlation coefficients ($r^2$), resulting from the annually interpolated values. ** denotes that the trend is statistically significant at the 90% level (p-value < 0.1), *** at the 95% level (p-value < 0.05), and **** at 99% level (p-value < 0.01). Confront Fig. 1 for layer acronyms.
Figure 5: Temporal evolution between 1989 and 2015 of average (a and b) total alkalinity ($A_T$, in μmol·kg$^{-1}$) and (c and d) total dissolved inorganic carbon (DIC, in μmol·kg$^{-1}$) in the main water masses of the Irminger (a and c) and Iceland (b and d) basins. Each point represents the average property of a particular layer (SPMW (red dots), uLSW (blue diamonds), cLSW (black dots asterisks), ISOW (green dots squares) and DSOW (magenta dots stars)) at the time of each cruise (Table S1). The error bars are 2σ. The inset box legends also give the trends (in μmol·kg$^{-1}$·yr$^{-1}$) ± standard error of the estimate and the correlation coefficients ($r^2$), resulting from the annually interpolated values.

**** denotes that the trend is statistically significant at 90% level (p-value < 0.1), and *** at the 99% level (p-value < 0.01). Confront Fig. 1 for layer acronyms.
Figure 6: Temporal evolution between 1989 and 2015 of average (a and b) anthropogenic CO\textsubscript{2} (\(C_{\text{ant}}\), in \(\mu\text{mol} \cdot \text{kg}^{-1}\)) and (c and d) natural DIC (\(C_{\text{nat}} = \text{DIC} - C_{\text{ant}}\), in \(\mu\text{mol} \cdot \text{kg}^{-1}\)) values in the main water masses of the Irminger (a and c) and Iceland (b and d) basins. Each point represents the average property of a particular layer (SPMW (red dots), uLSW (blue diamonds), cLSW (black asterisks), ISOW (green squares) and DSOW (magenta stars)) at the time of each cruise (Table S1). The error bars are \(2\sigma\). The inset box legends also give the trends (in \(\mu\text{mol} \cdot \text{kg}^{-1} \cdot \text{yr}^{-1}\) ± standard error of the estimate and the correlation coefficients (\(r^2\)), resulting from the annually interpolated values. *** denotes that the trend is statistically significant at the 90\% level (\(p\)-value < 0.1), and **** at the 99\% level (\(p\)-value < 0.01). Confront Fig. 1 for layer acronyms.