Editor
The discussion phase of bg-2009-193 is going to end soon (11 December) and we have three reviews available, thus I am contributing an editorial comment at this point to guide the revision of the paper. The three reviews are generally very positive - the reviewers consistently felt that the paper represents a novel and important contribution to the field. They, however, raised a number of concerns - two reviewers were recommending major, one minor revisions are necessary to make the paper acceptable for publication. I think the issues raised by the reviewers will indeed (further) improve the paper and I am thus looking forward to a revision of the paper which takes these recommendations (and mine, which follow below) into account.

The revised manuscript should be line-numbered and accompanied by a point-by-point reply to the reviewer (and my) comments.

General comments: Similar to one of the reviewers I had the feeling that at times the paper was extremely condensed. In particular when discussing linear vs. non-linear models I sometimes lost track of the differences between the models, in particular which processes and how these are (not) represented - maybe the authors can invest a bit more into getting down to the processes when discussing differences between the models.

Clarifications and further details have been provided in the presentation of the two alternative models in section 2.3. In addition, we have spelled out why both models, especially the nonlinear model, differ from purely statistical models (see comments to Referee #1).

I also view the lack of other validation data for the model a drawback - not only regarding soil water content as one reviewer pointed out, but also regarding Eq.(1), i.e. the basic relationship between the green vegetation fraction and NDVI.

Regretably, there are currently no available continuous recordings of soil moisture in these grasslands. A few measurements have been made in the 1970s on two sites, but these data are much too scarce to represent a robust calibration/validation dataset for our purpose and they do not span the MODIS period.

To match the scale and the spirit of our study, remotely-sensed estimates of soil moisture would be the most appropriate. The three available products (RADAR, estimates from NDVI and surface temperature, gravimetry) all have problems which prevent them from being used in the short term. These problems include data processing and validation, non-independence from NDVI, too coarse spatial resolution. Our models have generated hypotheses on soil water dynamics and ecophysiological parameters that can (and will) be further tested as data improve over time.

There have been a large number of studies showing that the re-normalized NDVI is a good proxy of fractional vegetation cover in grasslands (Choudhury et al. 1994; Carlson et al. 1995; Carlson & Ripley 1997).

The main focus of our paper is to capture regional-scale leaf dynamics as seen by satellites. We showed that low-dimensional ecohydrological model can do a good job
in this respect. This improves on existing literature because most studies on NDVI-rainfall relationships in water-limited ecosystems have used statistical models. In our view, showing that remotely sensed data can be used to calibrate and test process-oriented models of phenology is novel.

Finally, I was a bit wondering that a lot of metrics are used to evaluate the model, none explicitly considered the different numbers of parameters (such as the Akaike Information Criterion).

We have added extra lines to include Log Likelihood and AIC in Table 2, and have addressed the implications of different numbers of parameters.

Referee #1

In this modeling study of leaf phenology, Choler et al. proposed a nonlinear modeling approach considering the feedback of vegetation on soil moisture. They first calibrated the model using semi-arid perennial tropic grasslands, and compared it with a linear model. The green vegetation fractions (cover) from 2001 to 2008 at 400 sites in the grasslands were derived from NDVI data and used in model parameterization and validation together with climatic variables. They found that the mean absolute error of linear and nonlinear models did not markedly differ, but the nonlinear regression model reduced the systematic error and performed better at the driest sites and during the seasonal transitions. The rationale behind this study is solid, as all would agree that leaf phenology and soil moisture (perhaps soil temperature) are coupled in certain ways.

But I have a few concerns regarding to the model improvement and the estimation method. First, it seems to me that using a relative complex nonlinear modeling does not improve much in term of modeling leaf phenology and dynamics as indicated by statistics in Table 2, and Table 1. Since the nonlinear modeling includes more model parameters, it is more difficult to fit and the model outputs are actually more sensitivity to the parameter changes (Fig. 3). The proposed model is basically a statistical model, similar to the linear models.

Both models attempt to incorporate the processes and their feedbacks that govern the mass conservation balance of soil water (W) and leaf carbon store (C). They may be derived from the following mass balance equations:

\[
\frac{dW}{dt} = F_P - F_E - F_T - F_R \\
\frac{dC}{dt} = F_G - F_M
\]

where F are fluxes in metres of water or grams of carbon per unit of time. (\(F_P\) : precipitation, \(F_E\) : soil evaporation ; \(F_T\) : transpiration ; \(F_R\) : run-off ; \(F_G\) : carbon gain ; \(F_M\) : carbon loss).

Hence, both models are biophysical in origin, based on conservation principles, rather than being statistical models based on purely empirical curve fitting where introduced parameters are biophysically meaningless. The differences between our two models lie in the different phenomenological equations used to determine the fluxes.
Statistical methods were used to estimate model parameters and evaluate the performance of both models.

These comments call for clarifications in section 2.3, and introduction, as already foreshadowed in comments to the Editor.

Second, I understand that there are many different ways to define the objective function. But the current objective function (Eq. 4) might not be an effective one, as the median function is less sensitive compared to other common used functions. While the authors argued that MAE or CVMAE is a better statistic than MSE in parameter estimation, however, MSE (or CVMSE), r2 and other statistics were calculated and shown as goodness-of-fit indicators (Table 2). I would suggest that the authors use the commonly used objective function for parameter estimation.

Though MSE or RMSE are commonly used as a goodness-of-fit statistics, recent studies have highlighted the need to change this practice. ‘RMSE is an inappropriate measure of average error because it is a function of three characteristics of a set of errors, rather than of one (the average error). Our findings indicate that MAE and MBE are natural measures of average error and that (unlike RMSE) they are unambiguous.’ (Willmott & Matsuura 2006)

We have tested alternative cost functions and these do not change the conclusions of our study. This has been mentioned in the text. However, we propose retaining the objective function as currently defined for the main discussion.

Third, it’s a pity that no measured soil water content data were available. Otherwise, these data could provide an independent validation of the model.

We agree but see our comments in the reply to Editor.

I’m also not clear how the evapotranspiration data were used in the models. It seems to me that the potential evapotranspiration data (Et) were derived (P8667, line 4) and Et consisted evaporation plus plant transpiration (p8668, L5), as used in model M1. However, model M2 separated Et into bare soil evaporation and plant transpiration. Was Et in model M2 the same as Et in model M1? If not, how was evapotranspiration in model M2 calculated?

It is correct that an extra term for soil evaporation is included in Eq 3 compared to Eq 2. In both models, Et refers to a Priestley-Taylor estimate of Potential Evapotranspiration given by $1.26 s R_n / (s + \gamma)$, where $R_n$ is the net radiation absorbed by vegetation and soil, $s$ is the slope of water vapour saturation versus temperature curve and $\gamma$ is the psychrometric coefficient. This has been clarified in Section 2.3 and elsewhere.

The authors may need to clarify these issues before the manuscript can be accepted for publication.

The followings are some minor comments and suggestions.
Specific comments:
Line 19. “because these models attempt to capture fundamental ecohydrological processes, they should be favoured approach for prognostic models of phenology”. I do not agree with this statement. It seems to me that both models M1 and M2 are basically statistical model with very simplified ecophysiological processes involved. Those models will help us understand and predict leaf phenology, but may provide very limited knowledge on the plant ecohydrological processes and leaf growth.

The models are based on fundamental physical principles but statistical methods are necessary to estimate parameters and model performance. See above.

P8662, line 24: LAI: I think LAI is more commonly used for leaf phenology. Is there any relationship between V estimated in this study and LAI?

There is a lot of evidence that LAI and NDVI are linearly and strongly positively related in grasslands (Choudhury et al. 1994; Carlson et al. 1995; Carlson & Ripley 1997). This has been further emphasised.

P8668, M1, Eq. 2: any references for this linear model? (iv): Vmin: minimum V? K is the carrying capacity. How to determine Vmin and K? Would the Vmin and K influence the parameter estimations?

K is the maximum value of V for the time series. It has been renamed V_{\text{max}} to improve clarity. Uncertainties in V_{\text{min}} and V_{\text{max}} refer to estimates of uncertainty in input NDVI data. Regretably, we (as others) do not have any firm uncertainty to provide here, except one from subjective expert judgment (Raupach et al. 2005) which has been cited.

P8668, line 12: “: : : according to a one (M1A) or a two (M1B) parameter ramp function”: I don’t understand this sentence. It seems that M1B assume alpha3=0. Please clarify.

This has been clarified in rewritten section 2.3.

P8670, line 16: why should _2 and _4 be less than one?

There was an error here as this constraint only holds for β_4, the fraction of existing V that disappears at each iteration.

P8670, lines 16-25: One disadvantage of using MAE instead of MSE is that there is no direct way to calculate the standard error of model parameters. Perhaps that’s the reason that 30 different calibrations were made (P8671 line 8-9). Eq. 4, objective function. F is not sensitive, as median does not use all quantitative information contain in the data.

Standard errors of model parameters can be calculated whatever the chosen cost function. Mean and standard errors are estimated from the 30 different calibration runs (each giving a single value for the parameters).

P8675, line 13- 18: I would like to see a simple regression analysis of V and climatic variables, such as P, E, and We, Wcap and some combination of variables. If there is
any significant relationship, the results can be used to compare with the outputs of proposed model in this study.

We deliberately chose not to include these purely statistical models of NDVI-rainfall relationships because our paper focused on comparison between different process-oriented models of phenology. Data not shown indicate that statistical models give very similar results to M1 but with a larger systematic error and strong deterioration in driest part of the gradient. This point has been added in the discussion.

P8676, line 9: leaf phenology. Is it possible to derive quantitative criteria for the timing of leaf onset, growth and offset based on the proposed model?

Yes. These dates may be easily retrieved from modelled time series. However, our validation test does not favour any particular date but takes into account the full time series of NDVI.

Table 2. “: : : are the means of 30 x 300 estimates”. For each run, 300 sites should be used to get one estimate. Therefore, the mean values should be calculated from 30 estimates.

This has been corrected.

Fig. 1. Were precipitation data from these 8 weather stations used in models calculated?

Precipitation data from these and other weather stations have been used to generate spatial interpolations maps of climate.

Referee #2

The spatio-temporal variability of rainfall in semi-arid ecosystems, together with feedbacks between plant growth and soil moisture has made modelling of leaf phenology particularly challenging. Therefore, the authors test the ability of linear and ‘low dimensional non-linear’ bucket models for capturing the seasonal development of leaf phenology in water-limited ecosystems using time series of MODIS NDVI (expressed as fractional vegetation cover), daily time series of rainfall and Priestley-Taylor PET, and soil information. 100 sites from 400 randomly chosen sites in C4 dominated tropical grasslands in the Northern Territory, Australia, were used for model calibration, and the rest for validation. The more complex bucket model outperforms the conventional class of simple bucket models regarding systematic error, capturing sharp transitions in leaf cover and by performing better at the drier sites, but not mean absolute error.

The research problem is an important one because it is hard to realistically simulate water budgets in partially vegetated ecosystems – a solution is vital for accurately predicting vegetation growth and related variables in global land surface models. As these authors show, the most workable approach is to explicitly treat bare soil and vegetated components separately. Though models of this type have been around since the early 1970s, this is perhaps the first study that aims to compare the widely used
‘conventional’ bucket model with this more sophisticated approach over a large area. I find the study intriguing, but there are several aspects to the work with need improvement, and/or clarification before it is published in Biogeosciences.

One of the first issues is the context – the ‘big picture’ is missing. Can the authors explain why it is so important to predict leaf phenology in water-limited ecosystems? They begin with the term ‘land surface model’ but end there. The term ‘land surface model’ also needs to be clarified. A few sentences would be appropriate in the introduction/ rationale section.

We have strengthened this particular point in the Introduction.

The evaluation procedure shows that the more complex bucket model outperforms the conventional class of simple bucket models in many respects, but not others. Again, can the authors explain more explicitly the value of these benefits – particularly if the mean absolute error is not improved? A better model can certainly be built. But is a better model really required? And if so, why?

As highlighted by referee #3, the first paragraph of the Discussion summarizes why model 2 is ‘better’ than model 1.

A number of ready-made products were used to conduct this study, and the products themselves are the result of ‘models’ of different kinds. What are the uncertainties associated with the soil information (such maps are notoriously poor), the PET layers, the rainfall and the reflectances? And how might they have affected model performance? A table might be a good idea for quickly summarizing the information.

Uncertainty in climate drivers. Our best effort to tackle this issue was to examine model residual and to test for an effect of the distance from calibration site to the nearest weather station on this residual (see Figure 5).

Uncertainty in soil information. The presence of cracking clay soil is a remarkable and very consistent feature of the all the investigated sites. There was no impact of soil type on model residual. We also noticed that changes in W\textsubscript{cap} (between 350 mm and 500 mm) did not significantly affect the results. Regretably, there is not much we can do to better quantify uncertainty.

We are in no position to assess uncertainties in the reflectances measured by the satellites and their effects on the NDVI values reported in the MODIS dataset. We have used the reported quality control information to screen the data prior to our analysis.

Explain what the MOD09A2 Collection 5 is – again a table might be good for summarizing the processing applied to the component reflectances. Explain the 8-day timestep. Are these composites of some sort? Justify the application of a two-order polynomial fitting method on missing satellite data. Was the performance of the interpolation tested on simulated time series? Was it compared against other methods?

It is beyond the scope of this paper to describe the data processing steps used by NASA scientists in producing the MOD09A2 Collection 5 NDVI product. We did not
test all the noise reduction techniques that have been used with NDVI time series. Savitsky-Golay filtering is a common one. The number of missing data is less than 2% of total points, so it is very unlikely that the gap-filling method could impact significantly the final results.

Section 2.3 needs to be re-written. It is a very dense section, and very quickly becomes tedious to read. What is a ramp function, exponential decay parameter (what is it that decays?), logistic growth term– this kind of thing. Why not include two flowcharts that show how each of the models work? Provide a key for the variables.

See comments to Editor. We believe it is unnecessary to add an extrafigure with this revised section 2.3. However, we will leave the final decision to the Editor.

p. 8863 line 11 – ‘temperature’ is not a resource, whereas heat can be considered a resource in this context

This has been corrected.

p. 8863 line 13 – what is ‘Lotka-Volterra type’ – please explain briefly or remove

We have added an explanation.

p. 8863 line 24 – what is meant by ‘linear modelling’ – in fact, early on the manuscript, it may be a good idea to introduce ‘linear’ and ‘non-linear’ with succinct clarifications

See reply to referee #1.

p. 8864 lines 1-10 – these type of extended explanation feels misplaced – it reads more like it belongs in the methods

We think the paragraph is fine and should be left where it is. We will follow Editor’s decision on that issue.

p. 8865 line 22 – explain what is meant by ‘anomalous’

Because overgrazed patches are dominated by annuals (and not perennials), the NDVI peaks tend to occur more rapidly after the first rainfalls and to be narrower than for a perennial-dominated response. We have added a sentence to explain this.

p. 8666 line 26 - Seaquist et al. (2003) reports 0.5, not 0.75. Furthermore, the context is different as the authors use MODIS data, not the Pinatubo-affected Pathfinder.

p. 8670 lines 10-12 – please explain

p. 8672 lines 16-20 – this seems more appropriate in a previous section e.g. study area

p. 8673 line 23 – time series of what?

p. 8674 line 13 – remove ‘tease out,’ it is a colloquialism

Corrections have been made on all these points.

Referee #3
This is an interesting study that uses a nonlinear approach to model phenology in water-controlled ecosystems, coupling the dynamics of plant cover and bucket-type modeled water balance. The study is comprehensive and incorporates long-term climatic data (8 yr) and MODIS-derived estimates of vegetation cover across a large area (400000 km2) and a large number of sites (400). The paper is well written and the study is presented with sound logic. The nonlinear approach (Equation 3) is really interesting and very puzzling from a mechanistic perspective. I personally am an advocate of this type of approach, thus I believe this paper, provided the authors address my comments below, would make a nice contribution to the audience of Biogeosciences.

My main (and only) concern about the paper begins precisely with the application of the nonlinear model and the suitability of the term ‘ecohydrological’ as a descriptor of the model. It is highlighted throughout the Abstract and Introduction that this model captures “coupled plant - soil moisture dynamics.” Yet in my concept this assertion is misleading, because the model only captures plant dynamics (as shown in all figures) but not soil moisture dynamics per se.

While the concept of feedbacks between V and W (Equation 3) is a novel one and important to present to the scientific community, I believe it is equally important to demonstrate that the model does indeed capture a realistic V/W feedback, or the hydrological part of the story.

Page 8675 (Line 8) states: “its [this model’s] parameters are more meaningful because the model aims to capture the fundamental feedbacks between soil and plant growth through a more process-based approach.” While this statement is likely true (and I believe the processes described are true) this study does not specifically test the validity of this feedback. I express this serious concern because there is no assessment as to whether equifinality in W is an artifact in their model (my guess is that equifinality in W might be an artifact, given the spatial coverage that the model is applied to).

There is no direct test because we do not have soil moisture data. There is an indirect test through the better performance of M2 compared to M1 across the rainfall gradient, as shown by the smaller systematic error of M2.

Equifinality. We assume that the reviewer is using the term "equifinality" in the usual hydrological sense (e.g. Franks et al. 1997), where equifinality refers to the situation where multiple values of a parameter yield essentially the same solution in state space. For the critical feedback parameter $\beta_3$ in the nonlinear model M2 (eq. 3) which describes the modification of plant growth by water, we do not observe equifinality: see Figure 3D, which demonstrates a significant sensitivity of state output (vegetation) to $\beta_3$. This is one respect in which the linear and nonlinear models are different, and we thank Referee 3 for raising the issue. The final version has included comments to this effect in the discussion of Fig. 3 (P 8673).

I understand the authors acknowledge that they had no soil water content data, but could not the model be applied to additional sites where there is soil moisture data and prove its efficacy to capture these dynamics? I do not intend to sound obstinate on this
topic, but I consider that demonstrating the ability of the model to capture soil moisture dynamics is simply fundamental to support their assertions. That said, I suggest the authors modify the paper so that it first states that soil moisture varies across different spatial and temporal scales not only as a function of vegetation cover, but also as a function of variables like topography and soil texture (e.g., see Teuling and Troch, 2005).

Second, I think it is important to show, even if it is at a handful of additional sites, that the model does capture the variability and responses of soil moisture to precipitation, before the reader learns about the results for all 400 sites. I suggest a 1:1 graph showing measured vs. observed soil moisture (again, even if it is at a handful of additional sites during a partial time of the year – this would be very informative). It would be a way to independently assess model performance before the model is applied to the entire study area. Otherwise, the ‘hydrological’ component of the ‘ecohydrological’ model becomes less powerful, and the proposed improvement of moving from Equation 2 to Equation 3 becomes less appealing; Equation 3 would have no more grounding than Eq. 2, yet it would have another parameter (which typically becomes the source of equifinality in models of this kind).

The recommended assessment would provide confidence to sentences such as “more than two thirds of the NDVI-vegetation cover variability was explained by the linear and nonlinear models indicating a high responsiveness of these grasslands to soil water balance.” (P 8675, L 18). Concomitantly, the Discussion would require a series of statements indicating at which sites (e.g., dry vs. wet as shown in Figure 4) the model would be expected to work well and where it would probably not do so (this could be easily derived from the 1:1 assessment). This assessment would provide a level of confidence as to where future studies are likely to attain the best (and more realistic) performance of the model when capturing coupled plant-soil moisture dynamics, and it would certainly highlight the contribution of this manuscript.

Both models are ecohydrological models because they include equations for soil water dynamics and leaf dynamics, but they differ in the way processes are represented and coupled. Regrettably, there are no available data for soil moisture dynamics in the investigated area and so calibration and validation of these models were only based on remotely-sensed estimates of NDVI. We agree that, at this stage, the predicted soil moisture dynamics only represent testable hypotheses that require soil moisture data for validation. We have added a sentence to state this. See also the reply to Editor.

Some specific Comments:
P 8662 Line 12. Briefly elaborate on what the implications/fundamentals of linear and nonlinear modeling are.

P 8663 Line 24. The second half of this paragraph is a bit dense and one has to read it two or three times before it makes sense. Please reword and simplify the statement: “Most of these” studies used linear modeling: : :” and onward.

P 8664 Line 14. Same comment as above, please reword: “Third, these grasslands are: : :”
P 8667 Line 27. It appears as if “In the linear model M1: : :” required a group of citations – whose model is M1?

P 8672 Line 21, Fig 2a. Please report r2 and p values of this positive relationship.

P 8675, Nice first paragraph of the Discussion.

Corrections have been made on all these points and the references have been added.
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