Controls on terrestrial carbon feedbacks by productivity vs. turnover in the CMIP5 Earth System Models
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Abstract

To better understand sources of uncertainty in projections of terrestrial carbon cycle feedbacks, we present an approach to separate the controls on modeled carbon changes. We separate carbon changes into 4 categories using a linearized, equilibrium approach: those arising from changed inputs (productivity-driven changes), and outputs (turnover-driven changes), and apply the analysis separately to the live and dead carbon pools. Using Coupled Model Intercomparison Project Phase 5 (CMIP5) simulations for 5 models, we find that changes to the live pools are primarily explained by productivity-driven changes, with only one model showing large compensating changes to live carbon turnover times. For dead carbon pools, the situation is more complex as all models predict a large reduction in turnover times in response to increases in productivity. This responses arises from the common representation of a broad spectrum of decomposition turnover times via a multi-pool approach, in which flux-weighted turnover times are faster than mass-weighted turnover times. This leads to a shift in the distribution of carbon among dead pools in response to changes in inputs, and therefore a transient but long-lived reduction in turnover times in response to increases in productivity. Since this behavior, a reduction in inferred turnover times resulting from an increase in inputs, is superficially similar to priming processes, but occurring without the mechanisms responsible for priming, we call the phenomenon “false priming”, and show that it masks much of the intrinsic changes to dead carbon turnover times as a result of changing climate. These patterns hold across the fully-coupled, biogeochemically-coupled, and radiatively-coupled 1 % yr$^{-1}$ increasing CO$_2$ experiments. We disaggregate inter-model uncertainty in the globally-integrated equilibrium carbon responses to initial turnover times, initial productivity, fractional changes in turnover, and fractional changes in productivity. For both the live and dead carbon pools, inter-model spread in carbon changes arising from initial conditions is dominated by model disagreement on turnover times, whereas inter-model spread in carbon changes from fractional changes to these terms is dominated by model disagreement.
on changes to productivity in response to both warming and CO₂ fertilization. However, the lack of changing turnover time control on carbon responses, for both live and dead carbon pools, in response to the imposed forcings may indicate a common lack of process representation behind changing turnover times (e.g., allocation and mortality for live carbon; permafrost, microbial dynamics, and mineral stabilization for dead carbon), rather than a true estimate of the uncertainty in these processes.

1 Introduction

Terrestrial carbon cycle feedbacks represent a large and highly uncertain factor governing the response of the global climate system to human greenhouse gas emissions (Gregory et al., 2009). Historically, only about half of anthropogenic carbon dioxide emissions have remained in the atmosphere where they act to enhance the greenhouse effect, while the other half has been incorporated into either the ocean or land carbon pools (Ciais et al., 2013). Models of the global carbon cycle have represented this response as being primarily driven by the biogeochemical effects of increasing carbon concentration (known as carbon-concentration feedbacks); however, these models differ greatly on whether such sinks will continue in the future, or whether they will be partially offset by the response of the ocean and land carbon cycles to changing climate (carbon-climate feedbacks). Through successive generations of offline and coupled carbon cycle-climate model (hereinafter Earth system model, or ESM) intercomparisons, such uncertainties have remained large, particularly for the case of terrestrial carbon feedbacks (Cramer et al., 2001; Friedlingstein et al., 2006; Sitch et al., 2008; Arora et al., 2013).

The mechanisms underpinning terrestrial carbon cycle feedbacks are complex, because both the CO₂ concentration- and climate-driven changes to the atmosphere have multiple effects that propagate throughout terrestrial ecosystems. The primary effect of the carbon-concentration feedback on land is to increase the ability of plants to photosynthesize. This increase in productivity, which is widely observed in natural
ecosystems (Norby et al., 2005), leads to multiple ecosystem-level changes, including changes to nutrient availability and the distributions of carbon among the many ecosystem components (Norby et al., 2010; De Kauwe et al., 2014). ESMs predict that this increase in productivity leads to greater carbon uptake relative to losses and a net transient increase in ecosystem carbon, which has persisted historically as a result of continuously increasing CO$_2$ concentrations. The changes to carbon uptake then propagate to the dead pools, as a continuously increasing net transfer of carbon from live to dead pools leads to a persistent disequilibrium between gain and loss in the dead pools as well.

Climate change itself exerts many complex direct controls on ecosystem carbon storage: climate regulates the ability of plants to photosynthesize, as warming and hydrological changes may each lead to changes in productivity as a result of climate change. Climate also affects the allocation of newly photosynthesized carbon, the length of the growing season, the changing distributions of plant species, and mortality from disturbances such as drought, fire, and pathogens. Furthermore, climate change is likely to change the direct losses of carbon from ecosystems via changes in plant autotrophic respiration, fire, and heterotrophic respiration that accompanies decomposition of dead pools. As a result, we expect climate change to directly affect both the inputs and outputs of carbon to ecosystems through multiple processes.

The complexity of terrestrial carbon cycle responses to changes in CO$_2$ concentrations and climate make it difficult to attribute uncertainty in the magnitude of carbon feedbacks to the specific processes that most strongly govern these feedbacks. Recent studies have pointed to climate control on net primary productivity (Fung et al., 2005), soil respiration (Jones et al., 2003), tropical forest conversion to savannah (Friedlingstein et al., 2006), and changes to the turnover times of live carbon (Friend et al., 2014) as dominant sources of ESM uncertainty. This diversity of explanations for the governing controls on the magnitude of terrestrial carbon cycle feedbacks makes it difficult to infer what process-level understanding is most urgently required to reduce this uncertainty. Furthermore, there exist entire categories of processes that are not even
represented in current ESMs and which may have large and uncertain implications, for example the carbon dynamics in permafrost-affected soils (Koven et al., 2011), the microbial processes underpinning decomposition (Wieder et al., 2013; Riley et al., 2014), or multiple nutrient limitations (Zhang et al., 2013).

The goal of this paper is to understand which aspects of terrestrial carbon cycling most strongly control carbon cycle feedbacks in ESMs. To do this, as a first level of disaggregation, we separate the ESM responses for two sets of pools: the live carbon (composed of vegetation biomass), and the dead carbon (composed of decomposing soil and litter carbon). This distinction is common to all ESM terrestrial carbon cycle components and easily identified in natural ecosystems. We recognize that the naming choice of “live” and “dead” is somewhat simplified, given that in real ecosystems, a large fraction of the biomass is actually dead heartwood tissue and some of the decomposing carbon mass is actually live heterotrophs, but we nonetheless follow this simplified convention here and refer to all vegetation biomass carbon as “live” and all decomposing carbon as “dead”. As a second level of disaggregation, we examine the relative roles of changing carbon inputs vs. carbon outputs. This approach allows us to define four categories of carbon changes: inputs and outputs of both live and dead carbon pools, to assess their relative contributions to and uncertainty of terrestrial carbon cycle feedbacks. Because the processes that control carbon inputs to ecosystems are essentially distinct from those that control carbon outputs from ecosystems, this disaggregation can be used to better infer the controls on carbon changes. At the same time there are relationships between carbon inputs and outputs, as evidenced by saturation of both live (Malhi et al., 2004; Keeling and Phillips, 2007), and dead (Six et al., 2002; Schmidt et al., 2011) carbon stocks under gradients of increasing carbon inputs across a range of ecosystems. These relationships imply tradeoffs between productivity and turnover for both ecosystem components. Thus, in addition to separating the productivity and turnover controls, we are interested in whether any such tradeoffs can be found in ESM projections in response to elevated CO$_2$ and climate change, and if so, what both their mechanistic basis and effect on overall carbon feedbacks may be.
2 Methods

2.1 Separation of turnover and productivity controls in terrestrial models

The total carbon at a given location (kg C m\(^{-2}\)) can be represented by a simple system that consists of two components, the live vegetation and the dead litter and soil carbon mass:

\[ C_t = C_l + C_d \]  

(1)

where \( C_t \) is the total ecosystem carbon, \( C_l \) is the carbon in live vegetation biomass, and \( C_d \) is the carbon in dead pools, which consists of litter, coarse woody debris (CWD), and soil organic matter (SOM). Models disaggregate the primary live and dead carbon pools in different ways, but this top-level distinction is common to all terrestrial carbon modelling approaches.

The rate of change of carbon in live vegetation pools, \( C_l \), can be represented as:

\[
\frac{dC_l}{dt} = (f_{gpp} - f_{Ra}) - f_{mortality} \\
\frac{dC_l}{dt} = (f_{gpp} - f_{Ra}) - \frac{C_l}{\tau_l} \\
\frac{dC_l}{dt} = f_{npp} - \frac{C_l}{\tau_l}
\]

(2) \hspace{1cm} (3) \hspace{1cm} (4)

where \( f_{gpp} \) is gross primary productivity, \( f_{npp} \) is net primary productivity, and \( f_{Ra} \) is autotrophic respiration, all in units of kg C m\(^{-2}\) yr\(^{-1}\). The litterfall and other losses, including fire, mortality, or root exudates if they are represented, are aggregated as \( f_{mortality} \) and represented on the basis of a turnover time \( \tau_l \), as \( \frac{C_l}{\tau_l} \), which assumes that such losses can be represented as a first-order process. At steady state, \( \frac{dC_l}{dt} = 0 \), which yields the
equilibrium vegetation carbon pool, designated here as $\hat{C}_l$, which is defined as:

$$\hat{C}_l = f_{npp} \tau_l$$  \hspace{1cm} (5)

Note that we are distinguishing here between the realized live carbon stock $C_l$, and the equilibrium carbon stock $\hat{C}_l$. When the system is at steady state, $C_l = \hat{C}_l$, and Eq. (5) holds true for the actual live carbon stock as well. When the system is not at steady state, $\hat{C}_l$ describes the value that the live carbon stock $C_l$ would eventually attain if $f_{npp}$ and $\tau_l$ were held constant for a sufficiently long period.

Similarly, the rate of change of carbon for $C_d$ is represented as:

$$\frac{dC_d}{dt} = f_{l\rightarrow d} - f_{Rh}$$  \hspace{1cm} (6)

$$\frac{dC_d}{dt} = f_{l\rightarrow d} - \frac{C_d}{\tau_d}$$  \hspace{1cm} (7)

and the equilibrium dead carbon stock:

$$\hat{C}_d = f_{l\rightarrow d} \tau_d$$  \hspace{1cm} (8)

where $\tau_d$ is the effective turnover time of the dead carbon pools, which is used to approximate heterotrophic respiration ($f_{Rh} = \frac{C_d}{\tau_d}$), and $f_{l\rightarrow d}$ is the total litterfall and background mortality flux from live to dead pools. $f_{l\rightarrow d}$ is either equal to or smaller than $f_{mortality}$, because a fraction of the mortality-driven carbon flux may be lost to the atmosphere without being transferred to the dead pools, for example by burning.

The CMIP5 experimental protocol requires that the models are initially run until approximate steady-state, for preindustrial conditions, so equilibrium values can be approximated as those obtained from the model output corresponding to the pre-industrial control simulation, i.e., initially $\hat{C}_l \approx C_l$ and $\hat{C}_d \approx C_d$. Furthermore, for the CMIP5 mod-
els, \( \tau_l \) and \( \tau_d \) are not reported directly, but can be calculated as:

\[
\begin{align*}
\tau_l &= \frac{C_l}{f_{\text{mortality}}} \\
\tau_d &= \frac{C_d}{f_{\text{Rh}}}
\end{align*}
\]

where \( f_{\text{mortality}} \) are the total mortality fluxes (equal to \( f_{l \rightarrow d} \) plus fire fluxes, if calculated, as well as harvest fluxes if land-use is considered in a given model experiment), and \( f_{\text{Rh}} \) is the total heterotrophic respiration arising from decomposition of the dead pools. For fire fluxes, a component of these may also come from litter and CWD pools, but for simplicity we assume here that all fire-related fluxes are generated from the live pools.

Under transient global change conditions, the pool sizes are perturbed due to changes in inputs and outputs of the respective pools, i.e. \( f_{\text{npp}} \) and \( f_{\text{mortality}} \) for \( C_l \), and \( f_{l \rightarrow d} \) and \( f_{\text{Rh}} \) for \( C_d \). In order to calculate the relative roles of carbon inputs and losses to these pools, we can calculate the instantaneous change to equilibrium carbon pools \( \hat{C}_l \) and \( \hat{C}_d \) by differentiating Eqs. (5) and (8) above:

\[
\begin{align*}
\frac{d\hat{C}_l}{dt} &= \frac{df_{\text{npp}}}{dt} \tau_l + \frac{df_{\text{mortality}}}{dt} \tau_l \frac{df_{\text{npp}}}{dt} \\
\frac{d\hat{C}_d}{dt} &= \frac{df_{l \rightarrow d}}{dt} \tau_d + \frac{df_{l \rightarrow d}}{dt} \tau_d \frac{df_{l \rightarrow d}}{dt}
\end{align*}
\]

The first and second terms of the right-hand side of Eqs. (11) and (12) are the production-driven and turnover-driven terms, respectively, for the instantaneous changes of each of the equilibrium terrestrial pools. If we make the assumption that these instantaneous changes can be extended over a finite period of time, (ignoring higher-order terms for the sake of simplicity) we can compare the actual model-predicted carbon changes (\( \Delta C_l \) and \( \Delta C_d \)) to the linearized equilibrated changes (\( \Delta \hat{C}_l \) and \( \Delta \hat{C}_d \)).
and $\Delta \hat{C}_d$), calculated as:

$$\Delta \hat{C}_l = \Delta f_{\text{npp}} \tau_{l,0} + \Delta \tau_{l,f_{\text{npp}},0}$$

(13)

$$\Delta \hat{C}_d = \Delta f_{l\rightarrow d} \tau_{d,0} + \Delta \tau_{d,f_{l\rightarrow d},0}$$

(14)

where $\Delta f_{\text{npp}}, \Delta f_{l\rightarrow d}, \Delta \tau_l, \text{and } \Delta \tau_d$ are the changes over the model run and $f_{\text{npp},0}, f_{l\rightarrow d,0}, \tau_{l,0}, \text{and } \tau_{d,0}$ are the initial values for each of the corresponding terms at the end of the preindustrial period. This is an extension of the method at estimating carbon sinks developed originally by (Taylor and Lloyd, 1992) that assumes a constant $\tau$; here we are interested in the relative magnitudes of, and relationships between, the productivity- and turnover-driven terms. The primary advantages of examining the equilibrium carbon responses to changed productivity vs. turnover, rather than simply looking at changes to productivity vs. turnover on their own, are that doing so allows comparison of (1) the relative magnitudes of these processes in consistent units, and (2) the carbon impacts of these changes between models and between geographic regions within models. These comparisons are not possible if one just examines changes in the driving terms in isolation, as, e.g., a unit change of $f_{\text{npp}}$ or $\tau_l$ will have a different impact on the equilibrium carbon stock at high latitudes than in the tropics, as well as based on the underlying assumptions unique to each model.

2.2 Application to CMIP5

The CMIP5 protocol specified a set of idealized forcing experiments. In one of these experiments, the atmospheric CO$_2$ increases by 1% yr$^{-1}$ until quadrupling. There are no other forcings in this experiment, such as land-use or other anthropogenic greenhouse gases. The participating models performed fully-, biogeochemically- and radiatively-coupled versions of this experiment, in which either or both the atmospheric radiation components or the terrestrial and oceanic biogeochemistry components of the models respond to increasing CO$_2$ (Taylor et al., 2012). These experiments have also been used to determine the carbon cycle feedback terms $\beta$ and $\gamma$ (Arora et al., 2013).
Here, we use these experiments to disaggregate the responses of the productivity and turnover controls on changes in carbon pools to radiative and biogeochemical responses to rising CO$_2$ to better understand their controls and interactions. We first describe the response in the fully-coupled experiment, and then each of the single-coupled experiments to partition the responses to their respective forcings.

The five models that participated in CMIP5 and reported sufficient information to calculate the terms outlined above for each of the 1% CO$_2$ yr$^{-1}$ ESM experiments are: CESM1-BGC, CanESM2, HadGEM2-ES, IPSL-CM5A-LR, and MPI-ESM (Table 1). Changes to the pools and turnover times are calculated by first smoothing all variables (for 15 years) to remove high-frequency fluctuations, and then differencing the initial conditions from the conditions when CO$_2$ reaches double its pre-industrial values (72 years).

3 Results and discussion

3.1 Initial distributions of productivity and turnover

Models generally agree on the basic amounts and distributions of productivity $f_{npp}$, though differences among the models are apparent, particularly in tropical forests, where models disagree on the relative productivity of forests on different continents, and at high latitudes, where models disagree on the rate at which productivity declines towards the northern high latitudes (left column of Fig. 1). The input fluxes $f_{npp}$ and $f_{l \rightarrow d}$ (second column in Fig. 1) are similar to each other, as expected given that land-use and harvest are not considered in these runs and therefore their difference is due only to fire. For turnover (right two columns of Fig. 1), the CMIP5 ESMs do not agree on the basic distribution of either $\tau_{l,0}$ or $\tau_{d,0}$. All models agree that $\tau_{l,0}$ is higher in forested than in non-forested ecosystems, but beyond that they disagree; e.g., CESM1 has longer $\tau_{l,0}$ in tropical than boreal forests, while CanESM2 and IPSL-CM5A have longer $\tau_{l,0}$ in boreal than tropical forests and MPI-ESM and HadGEM2-ES have relatively closer $\tau_{l,0}$ be-
between the two forested regions. For the case of CESM1, the model prediction of longer \( \tau_{l,0} \) in the tropics is a result of geographical variation in allocation, which increases allocation to wood under high NPP environments (Thornton et al., 2007). For \( \tau_{d,0} \), the models tend to show longer values at high than low latitudes, as expected because low temperatures decrease decomposition rates, though the absolute magnitude of inter-model differences is large. Since none of these models consider permafrost carbon explicitly, these estimates of turnover times at high latitudes are likely biased low. Given that the magnitudes of \( f_{npp} \) between the models are more uniform, these differences in \( \tau_{l,0} \) and \( \tau_{d,0} \) translate directly to biases in the total stock of C\(_l\) and C\(_d\), as has been shown in, e.g., Friedlingstein et al. (2013); Todd-Brown et al. (2013). Previous analyses have shown that total ecosystem turnover times are poorly represented in these models (Carvalhais et al., 2014); here we show that this inter-model uncertainty arises from spread in both the live and dead components of the ecosystems.

### 3.2 Responses of live carbon pools to climate and CO\(_2\)

To test whether the method described above for calculating changes to equilibrium live carbon stocks \( \Delta \hat{C}_l \) is a reasonable approximation of the actual ESM-predicted live carbon stock changes \( \Delta C_l \), we first regress the two against each other for each model and each experimental coupling (Fig. 2). For all models, the linearized equilibrium term \( \Delta \hat{C}_l \) is highly correlated to \( (r^2 = 0.78–0.93) \), but is higher than (regression slope = 0.49–0.80), the magnitude of the realized change \( \Delta C_l \) calculated in the full ESM. This result is expected since the full ESM will not have had time to equilibrate under the transient forcing of the scenario. In the fully-coupled scenario, and for all models, live carbon stocks increase over most of the globe as a result of the combined climate and CO\(_2\) changes. This is true also for the biogeochemically-coupled scenario, while the radiatively-coupled scenario shows more widespread carbon losses.

Maps of productivity-driven and turnover-driven live carbon change terms \( \Delta f_{npp} \tau_{l,0} \) and \( \Delta \tau_{l,f_{npp},0} \) for the fully-coupled (“1pctCO\(_2\)” run are shown in Fig. 3. Comparing the two columns (productivity-driven and turnover-driven equilibrium live carbon changes)
shows that the bulk of these changes are driven by increased productivity; i.e., the total carbon changes can be well approximated by the product of a fixed initial live carbon turnover time ($\tau_{l,0}$) and changing NPP. However there are some exceptions where turnover-driven changes are also occurring. One model (HadGEM2) shows a large and widespread reduction in $\tau_l$ throughout the tropical forests, one model (IPSL-CM5A) shows a small increase in $\tau_l$ in the African tropical forest region, and one model (MPI-ESM) shows a reduction in turnover-driven carbon in tropical savannah regions and increases in some rainforest regions; the other two models show only weak changes to the turnover-driven equilibrium carbon stocks as a result of the forcing. All models show increases in the productivity-driven equilibrium live carbon change term. Comparing the productivity and turnover-driven terms directly against each other (Fig. 4) shows that they are highly correlated for only one model, HadGEM2-ES ($r^2 = 0.68$ and regression slope = $-0.36$ for the fully-coupled 1pctCO2 run).

In the biogeochemically-coupled ("esmFixClim1") run, in which CO$_2$ fertilization operates without the radiative forcing from CO$_2$, the response (Fig. 5) is qualitatively similar to the fully-coupled run: live carbon pools increase virtually everywhere, driven by increased NPP. Interestingly, the same basic relationship with turnover-driven live carbon changes is found as well: HadGEM2 shows a reduction in the live carbon turnover times pantropically, while IPSL-CM5A shows an increase in the African rainforest. In response to the radiative forcing in the absence of CO$_2$ fertilization of the radiatively-coupled ("esmFdbk1") run (Fig. 6), live carbon decreases are widespread; as with the CO$_2$ fertilization-driven carbon increases, these decreases are largest in the tropical forest regions and driven mainly by changes to productivity. Four of the models show reduced $f_{npp}$ in the tropics and increased $f_{npp}$ in the boreal zone, following the basic pattern proposed by Fung et al. (2005), which explain most of the changes to $C_l$ under changing climate. The climate-driven changes to live carbon turnover times now show an increase in turnover-driven carbon in the tropical forests in HadGEM2, the opposite of the CO$_2$ fertilization and fully-coupled runs. As in the fully-coupled runs, only one model (MPI-ESM) shows reductions in turnover-driven live carbon changes.
in the tropical savannah region. Regressing the productivity-driven and turnover-driven live carbon changes against each other for the singly-coupled runs (second and third columns of Fig. 4), the regression lines are mostly similar to the fully-coupled run, although the phase-space sampled under the different forcings is different: in all cases, only one model (HadGEM2) shows a strong regression relationship, and its slope is consistently negative. The other models show either no relationship, or a weak one.

In order to understand the relationships between changing turnover and productivity, we first consider the controls on $\tau_l$. In forest ecosystems, leaves and fine roots consume a large fraction of NPP, but contribute little to biomass, because their short turnover times mean that they are constantly contributing to the litter pool. Instead, the biomass is dominated by wood, which has a much longer turnover time than leaves and fine roots. As a result, $\tau_l$ can be approximated:

$$\tau_l \approx \rho_{\text{wood}} \tau_{\text{wood}}$$  \hspace{1cm} (15)

where $\rho_{\text{wood}}$ is the proportion of NPP that is allocated to woody tissues (trunk and coarse roots), and $\tau_{\text{wood}}$ is the turnover time of woody tissues, which is largely dominated by the mortality of individual trees. Thus, changes to either allocation ($\rho_{\text{wood}}$) or mortality ($\tau_{\text{wood}}$) can give rise to changes in $\tau_l$. In the case of the CMIP5 simulations, different processes drive the turnover-driven live carbon changes in different models. For the HadGEM2 case, the reduction in turnover times with increasing productivity is explained by allocation of a fraction of NPP for a spatial expansion in the TRIFFID dynamic vegetation module (Cox, 2001): when a given PFT occupies a small fraction of a grid cell, the fraction of NPP allocated for spatial expansion is used to increase the fractional coverage. However, when a PFT is already covering a larger fraction of a gridcell, then the fraction of NPP allocated for spatial expansion is instead routed to the litter pools. Thus HadGEM2 implicitly represents a density-dependent reduction in turnover times that occurs through its representation of dynamic allocation. We note as well that HadGEM2 is the only CMIP5 model that shows a saturating relationship of biomass as a function of productivity in the current climate (Negron-Juarez
et al., 2015), as is observed along spatial productivity gradients (Keeling and Phillips, 2007). For IPSL-CM5A, the increase in turnover times in some areas also appears to be driven by a change in the allocation from roots to wood in response to changing resource limitations (Friedlingstein et al., 1999). For MPI-ESM, reductions in turnover times of tropical savannas are driven by increasing fire frequency. In none of the models does mortality by processes such as drought—which would manifest in this analysis as a reduction in both live carbon turnover times and productivity—play a major role in carbon changes; this result supports recent analyses that the model responses of tree mortality to global change are too weak (Powell et al., 2013).

The control of carbon changes by productivity vs. turnover has been previously investigated in several studies (e.g., Matthews et al., 2005; Friend et al., 2014) and appears to be strongly influenced by the choice and structure of models. The collection of models used in the CMIP5 carbon cycle experiments appear to differ from those used in Friend et al. (2014), which had a wider range of dynamical vegetation processes represented, and therefore showed a stronger control on live carbon responses by changes to $\tau_l$. Here, of the five models considered in the fully-coupled run, one (HadGEM2) shows a widespread decrease in $\tau_l$ in response to productivity gains, one (IPSL-CM5A) shows a slight increase in $\tau_l$ with productivity gains, two (CESM1 and MPI-ESM) show some regions with decreasing $\tau_l$ and other regions with increasing $\tau_l$, and one (CanESM2) shows almost no change in $\tau_l$. In real forest ecosystems, a tradeoff appears to exist between live carbon productivity and turnover times through a combination of changes to allocation and mortality, as evidenced by a saturation of biomass across spatial gradients of productivity (Malhi et al., 2004; Keeling and Phillips, 2007). Multiple hypotheses have been proposed to explain these tradeoffs (Stephenson et al., 2011; Malhi, 2012), and the empirical productivity–mortality relationships can be specified in terrestrial models (Delbart et al., 2010), but a key question is whether similar tradeoffs to what is observed along spatial gradients occur also in temporal responses of ecosystems to changing productivity, e.g. by CO$_2$ fertilization. Most of the CMIP5 models do not include the processes behind the former, nor do they include the possi-
bility of the latter. In reality, tropical forests appear to be shifting to a higher-productivity, higher-turnover state that limits carbon accumulation (Brienen et al., 2015), and it is critical for models to represent the mechanisms behind changing biomass turnover to accurately project carbon feedbacks to global change.

3.3 Responses of dead carbon pools to climate and CO₂

To test whether the method described above for calculating changes to equilibrium dead carbon stocks $\Delta \hat{C}_d$ is a reasonable approximation of the actual ESM-predicted dead carbon stock changes $\Delta C_d$, we next regress the two against each other for each model and each experimental coupling (Fig. 2). It is apparent that, though the approximation still shows predictive power, the degree of correspondence is not as good as with the live carbon changes. This can be seen both as wider scatter between the two terms ($r^2 = 0.09–0.69$), as well as a greater degree of overestimation of $\Delta \hat{C}_d$ relative to $\Delta C_d$ (regression slopes $= 0.09–0.43$). The reduced explanatory power and lower slopes follow from the longer turnover times of dead carbon relative to live carbon (Fig. 1), as well as the wider geographic range of dead carbon turnover times in each model, which leads to a larger variation in the degree to which the realized dead carbon changes $\Delta C_d$ have been able to relax towards the equilibrium dead carbon changes $\Delta \hat{C}_d$. As with the live carbon pools, the dead carbon pools also tend to increase in response to the combination of CO₂ fertilization alone and in combination with climate change, and with more of a balance between gains and losses from climate change alone.

Comparing the geographical distribution of the productivity-driven ($\Delta f_{l \rightarrow d} \tau_{d,0}$) and turnover-driven ($\Delta \tau_d f_{l \rightarrow d,0}$) changes to the dead carbon pools (Fig. 7), they show very similar spatial patterns but of opposite sign, with turnover-driven losses partially offsetting productivity-driven carbon gains in the fully-coupled experiment. The high degree of correspondence in the spatial patterns of these maps can be further seen by regressing the terms against each other (left column of Fig. 9), to show that there is a clear anticorrelation in all models between changes in the productivity-driven and the
turnover-driven terms ($r^2 = 0.25–0.89$ and regression slope of $-0.12$ to $-0.67$, with 4 of 5 models having $r^2 > 0.5$ and slope $<-0.3$).

This pattern of negatively-correlated productivity-driven and turnover-driven dead carbon pools appears again in the biogeochemically-coupled experiment (Fig. 10) and the radiatively-coupled experiment (Fig. 11). Regressing the two terms against each other for these singly-coupled experiments (middle and right columns of Fig. 9) shows a similar slope as in the fully-coupled experiment. Where inputs to the dead pools go up, turnover times go down, and vice versa, under all three forcing scenarios. Furthermore, the turnover times of soil carbon appear to decrease more in response to CO$_2$ fertilization than to climate change.

To interpret the mechanism behind this anticorrelation between carbon input to dead carbon pools and turnover time shown in Fig. 7, consider the possible directional flow of information in the models: with two possible exceptions (discussed below), dead pools are purely diagnostic with respect to the vegetation productivity; i.e. they respond to vegetation but cannot feed back except through atmospheric CO$_2$ concentrations. Since these experimental scenarios are all concentration-forced, this macro-scale feedback loop is cut. Two possible local feedbacks from decomposition to productivity are via N mineralization in the one model that includes a prognostic N cycle (CESM1-BGC), and via a weak fire feedback as litter may increase fire probability and severity. We can rule out the first feedback mechanism for the four other models that are C-only (and which show the largest changes) and the second feedback mechanism can be ruled out given that the spatial pattern of the response does not show a signature consistent with area burned, i.e. the anticorrelation occurs in places where burned areas are extremely low, such as intact tropical forests. Thus, the anticorrelation cannot represent a control by the soil and litter pools on productivity; instead, it must either arise from a common response by soils and vegetation across all models and ecosystems to the different global change forcings or from a forced response of the soils to the changing inputs.
The simplest explanation of the anticorrelation is the latter; that the reduction in $\tau_d$ is a forced response to the increased carbon inputs by vegetation. The mechanism by which this occurs is a combination of two conditions: (1) the models are not in steady state at the time of CO$_2$ doubling due to the transient nature of the forcing, and (2) that what we here call $C_d$ and describe with a single bulk $\tau_d$ is in the models a collection of multiple pools with multiple turnover times, arranged in a cascade from fast-turnover litter pools to slow-turnover SOM pools. Because the plant inputs contribute to the faster pools, which are able to equilibrate on the multi-decadal timescale of the changes considered here, while the slower pools are not able to equilibrate on this timescale, an additional input of carbon into these faster pools shifts the bulk $\tau_d$ towards that of the faster pools. Another way of describing this is that flux-weighted turnover times are much faster than mass-weighted turnover times, and therefore, fluxes will equilibrate more rapidly than stocks will, over a given time-period, in response to a change in inputs. Thus, the anticorrelation between changing productivity and turnover is a result of the short-circuitedness (Rodhe, 2000) common to most biogeochemical systems. Given time to fully equilibrate, $\tau_d$ should return to a value closer to its original value, though somewhat modified due to the changed environmental conditions. We note that, in soil decomposition studies, a change in turnover time driven by a change in inputs is frequently referred to as a priming mechanism, and the process by which such priming occurs is generally thought to be an increase in microbial activity in response to elevated inputs. In the set of models considered here, all decomposition is modeled as a first-order decay process with pool-specific turnover times functions of only the abiotic soil climate, and therefore no actual priming can occur. Therefore, we call this phenomenon of a transient reduction in turnover time in response to an increase in productivity “false priming”, and note here that it explains the majority of the observed change in $\tau_d$ in these fully-coupled runs.

To graphically illustrate why false priming occurs, we use a toy box-model experiment to replicate the qualitative result from the ESMs (Fig. 12). Consider a simple three-pool system, with fixed pool turnover times ($\tau_i$) of 1, 10, and 100 years, a sequential
cascade (i.e. carbon flows from $f_{\text{NPP}} \rightarrow$ pool 1 $\rightarrow$ pool 2 $\rightarrow$ pool 3), and fixed carbon use efficiencies ($e_i$; the fraction of carbon that is passed to the next pool rather than lost as heterotrophic respiration) of 0.3, 0.3, and 0.0 for pools 1, 2, and 3, respectively; this gives a rough magnitude of the degree of short-circuitedness of the decomposition cascades in the ESMs. Mathematically, this simple system is described as:

\[
\begin{align*}
\frac{dC_1}{dt} &= f_{\text{NPP}} - \frac{C_1}{\tau_1} \\
\frac{dC_2}{dt} &= \frac{e_1 C_1}{\tau_1} - \frac{C_2}{\tau_2} \\
\frac{dC_3}{dt} &= \frac{e_2 C_2}{\tau_2} - \frac{C_3}{\tau_3}
\end{align*}
\]

\[f_{\text{Rh}} = \frac{(1 - e_1)C_1}{\tau_1} + \frac{(1 - e_2)C_2}{\tau_2} + \frac{(1 - e_3)C_3}{\tau_3}\]

\[C_d = C_1 + C_2 + C_3\]

$\tau_1 = 1, \tau_2 = 10, \tau_3 = 100, e_1 = 0.3, e_2 = 0.3, e_3 = 0$

If this system is equilibrated under a constant $f_{\text{NPP}}$, then an exponentially increasing $f_{\text{NPP}}$ (here at 0.3 % yr$^{-1}$), results in $f_{\text{Rh}}$ that increases almost as fast as $f_{\text{NPP}}$, while $C_d$ responds more slowly. As a result, $\tau_d$, because it is calculated as the ratio of $\frac{C_d}{f_{\text{Rh}}}$, decreases in response to rising plant carbon inputs, as is seen in the CMIP5 ESMs. This response happens even when the specified turnover times of each individual pool do not change, and so the reduction in $\tau_d$ can occur irrespective of environmental or microbial changes.

For changes to $C_d$ in the radiatively-coupled run, one would intuitively expect a loss of carbon due to reduced turnover times with warming, particularly at high latitudes where initial stocks are high. This is not what the models predict though (Fig. 11); instead, the models tend to lose $C_d$ in the tropics and are either neutral or gain $C_d$ at high latitudes. The loss in the tropics is mainly driven by reductions in $f_{l\rightarrow d}$, following reductions in $f_{\text{npp}}$.
(Fig. 6), which are partially offset by compensating increases in \( \tau_d \) that again reflect the faster adjustment to changed \( f_{l\rightarrow d} \) (in this case reduced) in fast than slow pools. The models that show increased \( C_d \) at high latitudes appear to be driven by an increase in the \( f_{l\rightarrow d} \) term. However, this is likely to be at least partially an artifact of the fact that these models do not include permafrost carbon processes, which limits the intrinsic sensitivity of \( \tau_d \) to warming and, therefore, the amount of carbon that they could lose under warming.

The fact that \( \tau_d \) in ESMs decreases under elevated CO\(_2\) has been shown before (e.g., Matthews et al., 2007), however the explanation for this behavior has been that it is due to a reduction in the limitation of decomposition by soil moisture as a result of CO\(_2\) fertilization. However, this explanation does not explain why this relationship is observed uniformly across ecosystems and models under CO\(_2\) fertilization (given the typically nonlinear form of moisture controls on respiration), nor why the response to turnover-driven carbon changes should be so highly correlated with changes in the soil carbon input term. The observation that the response under the fully-coupled run is similar to that of the biogeochemically-coupled run requires a fundamental change in the interpretation of the model prediction of changing \( \tau_d \), from the interpretation that soil carbon tends to increase under climate change experiments despite a reduction in \( \tau_d \) (e.g., Todd-Brown et al., 2014), to an interpretation in which \( \tau_d \) tends to decrease under climate change mainly as a transient response to increasing productivity that leads to increasing soil carbon. While we do expect changes to the intrinsic \( \tau_d \) in the models, it is necessary to separate out what these changes would be in the presence of changing inputs.

In order to make this separation, we diagnose a false-priming coefficient \( (c_{fp}) \) from the biogeochemically-coupled experiment, which we define as the ratio of the turnover-driven carbon changes to the productivity-driven carbon changes:

\[
c_{fp} = \frac{\frac{\Delta \tau_d}{\tau_{d,0}}}{\frac{\Delta f_{l\rightarrow d}}{f_{l\rightarrow d,0}}} \text{ BGC-coupled} = \frac{\Delta \tau_d / \tau_{d,0}}{\Delta f_{l\rightarrow d} / f_{l\rightarrow d,0}} \text{ BGC-coupled} \tag{17}
\]
Multiplying $c_{fp}$ by the productivity-driven dead carbon changes ($\Delta f_{l\rightarrow d} \tau_{d,0}$) in the fully-coupled and radiatively-coupled experiments allows an estimate of the turnover-driven changes to the dead carbon pools arising through the false-priming mechanism. This can then be subtracted from the total turnover-driven change to give the turnover-driven change in the absence of false priming, $(\Delta \tau_{d} f_{l\rightarrow d,0})'$, via the following relationship:

$$
(\Delta \tau_{d} f_{l\rightarrow d,0})'_\text{rad-coupled} = (\Delta \tau_{d} f_{l\rightarrow d,0})'_\text{rad-coupled} - c_{fp} (\Delta f_{l\rightarrow d} \tau_{d,0})'_\text{rad-coupled}
$$

$$
(\Delta \tau_{d} f_{l\rightarrow d,0})'_\text{fully-coupled} = (\Delta \tau_{d} f_{l\rightarrow d,0})'_\text{fully-coupled} - c_{fp} (\Delta f_{l\rightarrow d} \tau_{d,0})'_\text{fully-coupled}
$$

The geographical patterns of $(\Delta \tau_{d} f_{l\rightarrow d,0})'_\text{rad-coupled}$ and $(\Delta \tau_{d} f_{l\rightarrow d,0})'_\text{fully-coupled}$ (Fig. 13) show an estimate of the turnover-driven equilibrium dead carbon changes in response to climate change, in the absence of the false-priming effect. Since the climate changes are similar in the fully-coupled and radiatively-coupled cases, the spatial patterns in the two experiments are expected to be similar for each model. The observed similarity supports the validity of the approach, that subtracting the false priming response allows for a more unambiguous identification of the climate controls on turnover. The overall response corresponds more closely to the expected changes in dead carbon pools, with widespread losses due to warming-driven reductions in the turnover times.

False priming, the transient reduction in soil turnover times under CO$_2$ fertilization, also has important implications for interpreting experimental CO$_2$ manipulations. Heterotrophic respiration is often observed to increase more rapidly than the total amount of soil carbon under elevated CO$_2$, which implies a reduction in $\tau_d$ with CO$_2$ enrichment, and this has been taken as evidence of priming processes (e.g., van Groenigen et al., 2014). Our results here show that this behavior is predicted by the CMIP5 ESMs, none of which include mechanisms for microbial priming. Therefore, such an observation on its own cannot be used to infer more complex dynamics such as priming. This response is in fact predicted by any multi-pool first-order model (Fig. 12) in which the flux-weighted turnover is faster than the mass-weighted turnover, where heterotrophic respiration equilibrates faster than soil carbon to any perturbation.
This analysis points to the proposed mechanism of false priming to explain the observed anticorrelation between productivity-driven and turnover-driven changes to dead carbon pools in the each of the models and experimental forcings used. However, because the CMIP5 protocol did not require the reporting of pool sizes and fluxes, it is not possible to unambiguously determine the changes to $\tau_i$ of individual pools as opposed to the bulk $\tau_d$ of the full set of dead pools. Since the true equilibrium changes in $C_d$ are controlled by the intrinsic changes to $\tau_i$ for each of the pools separately, rather than the bulk $\tau_d$ changes that are affected by changes to the distributions among the dead pools irrespective of changes to intrinsic decomposition rates, it would be useful be able to separate out these effects. The $c_{fp}$ separation describes above provides one approach to doing this. Since most terrestrial carbon models distinguish between litter and SOM, we propose at a minimum that future CMIP experiments separate out the $f_{Rh}$ from fast-responding litter vs. from slow-responding SOM, to better distinguish transient effects such as false priming from intrinsic changes to $\tau_d$.

3.4 Estimating the magnitude of inter-model uncertainty on different driving terms of carbon cycle feedbacks

A critical step in reducing the uncertainty in model estimates of carbon cycle feedbacks is to identify which processes contribute most strongly to the spread in model estimates. One way of approaching this is to use the framework outlined above to separate ensemble-mean responses from individual-model responses of the various terms in the equations presented. We calculate this inter-model uncertainty using eight main terms: the initial state and fractional changes to both the inputs and turnover times of both the live and dead pools. Listed out, these terms are: $f_{NPP,0}$, $\tau_{l,0}$, $\Delta f_{NPP}$, $\Delta \tau_{l}$, $f_{l \rightarrow d,0}$, $\tau_{d,0}$, $\Delta f_{l \rightarrow d}$, and $\Delta \tau_{d}$. In addition, for the radiatively-coupled and fully-coupled experiments, we consider one final term, the fractional turnover-driven dead carbon change after subtracting the false priming effect, $\Delta \tau_d$, calculated as in Eq. (18). For each of these terms, we put all model estimates for each experiment on a common grid (using...
a conservative remapping), and calculate the total linearized equilibrium changes to the live and dead pools (Eqs. 13 and 14) using the inter-model ensemble-mean values of all other terms in the equation, and the individual-model values of only that term. For the uncertainty with respect to the initial conditions, we calculate and sum both the productivity-driven and turnover-driven changes; for the inter-model uncertainty in the fractional changes, we calculate only the term corresponding to that change. In all cases, the spread in the estimates arises from inter-model uncertainty of just that term and is therefore an estimate of the uncertainty in the carbon response to only that term.

The results of this uncertainty disaggregation are shown in Fig. 14. For the live pools, the carbon response to inter-model uncertainty in \( f_{\text{NPP,0}} \) is smaller than that due to inter-model uncertainty in \( \tau_{l,0} \) for all three forcings, while the inter-model uncertainty in \( \Delta f_{\text{NPP}} / f_{\text{NPP,0}} \) is larger than that due to inter-model uncertainty in \( \Delta \tau_{l} / \tau_{l,0} \) for all three forcings. The same pattern holds for the dead pools: the carbon response to inter-model uncertainty in \( f_{l \rightarrow d,0} \) is smaller than that due to inter-model uncertainty in \( \tau_{d,0} \) for all three forcings, while the inter-model uncertainty in \( \Delta f_{l \rightarrow d} / f_{l \rightarrow d,0} \) is larger than that due to inter-model uncertainty in \( \Delta \tau_{d} / \tau_{d,0} \) for all three forcings. Much of the spread in the fully-coupled turnover-driven dead carbon changes is driven by false priming, so removing that gives a narrow uncertainty that is more comparable between the fully-coupled and radiatively-coupled experiments.

The implications of these results are that the models agree reasonably well on their initial conditions of vegetation productivity and the fraction that makes it to dead pools. They agree less well on their initial conditions of turnover times (Carvalhais et al., 2014) for both the live and dead pools, and this uncertainty in initial turnover time drives much of the uncertainty in the carbon responses to global change. For the productivity and turnover responses to the global change forcings, however, the patterns are opposite: the models’ agreement on the carbon response to the fractional change in turnover times, for both the live and dead pools, is higher than the models’ agreement on fractional change in inputs.
The key question is whether the model agreement that changing turnover times are relatively less important than changing productivity is real or not. For dead pools, the models do not include key processes such as permafrost carbon dynamics, which are a potentially powerful turnover-driven carbon response to warming at high latitudes (Koven et al., 2011); they furthermore do not include the processes behind priming and SOM stabilization processes such as mineral surface control on carbon preservation (Wieder et al., 2013; Riley et al., 2014), which could also influence actual carbon turnover times and their response to both climate change and CO$_2$ fertilization (Schmidt et al., 2011). For the live pools, the model representation of mortality is generally static (Powell et al., 2013), and the representation of allocation is either static or, in the case of the dynamic schemes, poorly tested and highly uncertain, both in the mean state and in response to productivity changes (Malhi et al., 2011; De Kauwe et al., 2014). Thus it is unlikely that the carbon feedback uncertainty, as sampled through this set of models, accurately represents the actual uncertainty due to these processes.

4 Conclusions

The method presented here, of separating the changes to equilibrium live and dead carbon storage by productivity vs. turnover, provides insights into the relative magnitudes of different controls on ecosystem carbon storage response to global change. We show here that the transient responses of productivity and turnover are not independent. This is particularly the case for dead pools, where all five models show a strong and consistent anticorrelation between changes to productivity-driven and turnover-driven carbon under all three forcing scenarios, which we call “false priming”. It may also be the case for live pools, where at least one model (HadGEM2) shows an anti-correlation between changes to productivity-driven and turnover-driven carbon; while another model (IPSL-CM5A) shows a weak positive correlation. The observation that changes to dead carbon residence times are not independent from changes to inputs into the decomposition cascade of the models underscores that complex behavior can
emerge from relatively simple multi-pool exponential decay systems common to these models.

Assessing the uncertainty in the carbon responses due to inter-model spread in initial values of and fractional changes to productivity and turnover shows that more of the initial-condition uncertainty arises from differing model estimates of turnover than productivity, whereas uncertainty in the carbon responses to changing productivity vs. turnover is dominated more by productivity. The first of these relationships is supported by studies of other model intercomparison analyses (e.g., Friend et al., 2014), while the latter may be an artifact of a common lack of representation of the mechanisms behind changing turnover. Thus, while understanding the responses of productivity to changing climate and CO$_2$ is clearly important, it is also important to understand that turnover times of both live and dead carbon pools arise as emergent responses to complex ecosystem interactions. It is therefore critical to more accurately represent the processes that control turnover times under the historical environment, and may lead to changing turnover times in response to environmental change, in the next generation of ESMs.
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Table 1. Models used in this analysis, key references for each model, and some basic info: whether or not the models consider dynamics vegetation distributions; whether allocation of carbon to vegetation pools is dynamic or static; and the number of litter, coarse woody debris (CWD) and soil organic matter (SOM) pools that constitute the dead carbon stocks.

<table>
<thead>
<tr>
<th>ESM</th>
<th>Land Model</th>
<th>Reference(s)</th>
<th>DGVM</th>
<th>Dynamic allocation</th>
<th>n Dead Pools</th>
</tr>
</thead>
<tbody>
<tr>
<td>CESM1-BGC</td>
<td>CLM4.0</td>
<td>Oleson et al. (2010)</td>
<td>No</td>
<td>Thornton et al. (2007)</td>
<td>7</td>
</tr>
<tr>
<td>CanESM2</td>
<td>CTEM1</td>
<td>Arora et al. (2011)</td>
<td>No</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>HadGEM2</td>
<td>MOSES/TRIFFID</td>
<td>Cox (2001); Jones et al. (2011)</td>
<td>Yes</td>
<td>Yes</td>
<td>4</td>
</tr>
<tr>
<td>IPSL-CM5A</td>
<td>ORCHIDEE</td>
<td>Krinner et al. (2005)</td>
<td>No</td>
<td>Friedlingstein et al. (1999)</td>
<td>7</td>
</tr>
<tr>
<td>MPI-ESM</td>
<td>JSBACH</td>
<td>Raddatz et al. (2007)</td>
<td>Yes</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brovkin et al. (2009)</td>
<td></td>
<td>Reick et al. (2013)</td>
<td></td>
</tr>
</tbody>
</table>
**Figure 1.** Comparison of initial (preindustrial) productivity (kg C m\(^{-2}\) yr\(^{-1}\)) and turnover times (yr) for both the live and dead carbon pools in the models. Columns, from left to right, show \(f_{npp}\), \(f_{l \rightarrow d,0}\), \(\tau_{l,0}\), and \(\tau_{d,0}\). Model agreement is generally higher on initial productivity than either of the turnover times, in which models disagree on both the magnitude and fundamental geographic patterns.
Figure 2. Scatterplots of linearized equilibrium live carbon pool changes (Eq. 13) vs. actual ESM-predicted realized live carbon changes for each model and scenario.
Figure 3. Responses of linearized equilibrium live carbon pools (kg C m$^{-2}$ over the interval of CO$_2$ doubling) in fully-coupled (1pctCO2) run. Left column shows productivity-driven changes to $\hat{C}_l$. Right column shows turnover-driven changes to $\hat{C}_l$. 
Figure 4. Scatterplots of productivity-driven vs. turnover-driven changes to the live pool equilibrium carbon amounts for each model and experiment.
Figure 5. Responses of linearized equilibrium live carbon pools (kg C m$^{-2}$ over the interval of CO$_2$ doubling) in biogeochemically-coupled (esmFixClim1) run. Left column shows productivity-driven changes to $\hat{C}_l$. Right column shows turnover-driven changes to $\hat{C}_l$. 

BGC-Coupled Live Carbon Change (kg C / m$^2$)
Figure 6. Responses of linearized equilibrium live carbon pools (kg C m$^{-2}$ over the interval of CO$_2$ doubling) in radiatively-coupled (esmFdbk1) run. Left column shows productivity-driven changes to $\hat{C}_l$. Right column shows turnover-driven changes to $\hat{C}_l$.
Figure 7. Responses of linearized equilibrium dead (soil and litter) carbon pools (kg C/m$^2$ over the interval of CO$_2$ doubling) in fully-coupled (1pctCO2) run. Left column shows productivity-driven changes to $\hat{C}_d$. Right column shows turnover-driven changes to $\hat{C}_d$. 
**Figure 8.** Scatterplots of linearized equilibrium dead carbon pool changes (Eq. 14) vs. actual ESM-predicted realized dead carbon changes for each model and scenario.
**Figure 9.** Scatterplots of productivity-driven vs. turnover-driven changes to the dead pool equilibrium carbon amounts for each model and experiment.
Figure 10. Responses of linearized equilibrium dead carbon pools (kg C m$^{-2}$ over the interval of CO$_2$ doubling) in biogeochemically-coupled (esmFixClim1) run. Left column shows productivity-driven changes to $\hat{C}_d$. Right column shows turnover-driven changes to $\hat{C}_d$. 
Figure 11. Responses of linearized equilibrium dead carbon pools (kg C m$^{-2}$ over the interval of CO$_2$ doubling) in radiatively-coupled (esmFdbk1) run. Left column shows productivity-driven changes to $\hat{C}_d$. Right column shows turnover-driven changes to $\dot{C}_d$. 
Figure 12. Box model experiment to illustrate the phenomenon of “false priming”. Results are from a simplified system: three pools with fixed turnover times of 1, 10, and 100 years, arranged in a sequential cascade and fixed carbon use efficiency of 0.3, 0.3, and 0.0 (Eq. 16). Here, the system is perturbed from steady-state by an exponential NPP increase, $f_{\text{NPP}}$, of 0.3 % yr$^{-1}$. Because flux-weighted turnover in such a system is faster than mass-weighted turnover, $f_{\text{Rh}}$ responds faster than $C_d$, and therefore aggregated $\tau_d$ drops in response to increased inputs even though the carbon increases and the individual turnover times of each pool remain the same.
Figure 13. Maps of turnover-driven linearized equilibrium dead carbon changes after false priming effect has been removed, $(\Delta \tau_d \times f_{i-d,0})'$, for the fully-coupled (1pctCO2) and radiatively-coupled (esmFdbk1) experiments. False priming is removed by regressing the change in input-driven dead carbon against the change in turnover-driven dead carbon within the biogeochemically-coupled (esmFixClim1) experiment, and then for each of the other two experiments, using this value to calculate a total false priming effect and then subtracting it from the calculated turnover-driven equilibrium dead carbon change (Eq. 18).
Figure 14. Inter-model uncertainty in total integrated linearized equilibrium carbon responses resulting from each of the driving terms. The left four columns are the terms that drive live carbon changes (from left to right): initial productivity, initial turnover times, fractional change in productivity, and fractional change in turnover times. The right four columns are the corresponding controls on dead carbon (from left to right): initial productivity, initial turnover times, fractional change in productivity, and fractional change in turnover times. For each term, the relevant linearized equilibrium carbon stock changes were calculated using the individual model values for that term, and multi-model ensemble-mean values for all of the other terms, so the model spread reflects the uncertainty in the response to just that term.