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Abstract

A study of two observation-based maps (the Harmonised World Soil Database, HWSD and the Northern Circumpolar Soil Carbon Database, NCSCD) of the surface (1 m) soil carbon in the Northern Latitudes (containing the Arctic and Boreal regions) reveal that, although the amounts of carbon estimated to be present in this region are very uncertain, the patterns are robust: both maps have soil carbon maxima that coincide with the major wetlands in the region, as described in the Global Lakes and Wetlands Database, GLWD. In fact, the relationship between near-surface soil carbon and the presence of wetlands is stronger than the relationship with soil temperature and vegetation productivity.

These relationships are explored using the land surface model of the UK Hadley Centre GCM: JULES (Joint UK Land Environment Simulator). The model is run to represent conditions at the end of the 20th century. Observed vegetation and phenology are used to define the vegetation, the physical properties of organic soils are represented, the fine-scale topography of the region is included in the parameterisation of the hydrology and as a result the GPP and location of the wetlands of the region are reasonably well simulated using JULES.

Despite this, the soil carbon simulated by the model does not reveal the same patterns or the correlation with the wetland regions that are present in the data. This suggests that the model does not represent sufficiently strongly the suppression of heterotrophic respiration in saturated conditions.

A simple adjustment to the JULES model was made whereby the heterotrophic respiration was reduced by the fraction of the grid that is modelled to be saturated. In effect, for the saturated areas the respiration was zero. This adjustment represents a simple experiment to establish the role of wetlands in defining the spatial patterns of near-surface soil carbon.

The results were an improved predicted spatial pattern of soil carbon, with an increase in the correlation between soil carbon and wetlands although not as strong as
suggested by the analysis of the data. This may be because the size of the wetlands was underestimated by the model.

The study suggests that land surface models in general, and JULES in particular, need to establish a stronger moderation of soil respiration in saturated conditions in order that future climate controls on wetlands in the Northern Latitudes will result in the correct changes in soil carbon and carbon emissions.

1 Introduction

1.1 Soil carbon in the Northern Latitudes

Soil organic carbon is the biggest store of terrestrial carbon, but it is a dynamic store. Changes to climate may well affect the ability of the land to store this carbon, either positively or negatively. It is therefore important to understand the way that soil carbon responds to climate.

Models of the land and climate are often used to understand this response. For instance, Todd-Brown et al. (2013) studied a range of coupled Earth System Models which were run for the current climate and then compared the resulting soil carbon maps. There was considerable variation. It is not yet clear whether the range in the modelled estimates of soil carbon were due to the modelled climate (i.e. running too warm/cold or too dry/wet), or to variations in the parameterisation of the terrestrial processes.

In their study, Nishina et al. (2014) analysed a suite of models and their response to a future climate. The results were again very varied. Even for the current climate and using observed climate data rather than the coupled models, there was a range of 1090 to 2650 PgC and the future climate rendered the land either a net sink or a net source of carbon.
There is a clear need for models to be not only improved but also validated against available datasets. In this Section, we discuss previous attempts to do just that and then introduce an idea of how to take this subject forward.

Estimates of stocks of soil organic carbon (SOC) in the Arctic vary considerably—but probably lie in the range of 1400 to 1850 Pg (Tarnocai et al., 2009). This currently represents the largest terrestrial carbon pool, roughly half the total global terrestrial store of carbon. However this may be set to change as the high latitudes warm at twice the rate of the rest of the planet (ACIA, 2005).

In an early review of the state of the carbon stocks and the likely changes that may occur in a future, warmer climate, McGuire et al. (2009) show how potentially sensitive the carbon cycle in the Arctic region is to climate change. For instance, this warming may alter the balance between deposition through increased vegetation growth and release through an increase in respiration.

Early estimates of the changes to the stocks were hampered by a lack of data. Sitch et al. (2007) assessed the carbon balance of the Arctic tundra using remote sensing and process modelling. They found that currently the Tundra shows small net sink of CO$_2$, which tallied with the remote sensing products which showed a greening of the region in the last couple of decades (Myneni et al., 1997). More recently, Hayes et al. (2011) addressed the question of whether the sink was weakening. They concluded that the models suggest that in recent decades, the rate of carbon sequestration by the Arctic regions is only a fraction of its historic rate (possibly as much as 73% reduction, although previous values may be an overestimate). This is due to warmer soils resulting in faster decomposition and increased wild-fires.

Subsequently, a comprehensive review of both models (global and regional) and various observational methods (fluxes and inversions) of estimating the carbon balance of the Arctic tundra was made by MacGuire et al. (2012). The observations are inconclusive about whether the region acts as a sink or a source of carbon (a combination of flux data has a mean of $-11$ and a range of $-300$ to $+90$ g C m$^{-2}$ yr$^{-1}$, while the inversions have a mean of $-10$ and a range of $-36$ to $+19$ g C m$^{-2}$ yr$^{-1}$). The
models indicate a sink but are not conclusive of whether it is a weak or strong sink (the regional models have a mean of $-19$ and range of $-31$ to $-4 \text{ gC m}^{-2} \text{ yr}^{-1}$ while the global models have a mean of $-9$ and a range of $-22$ to $0 \text{ gC m}^{-2} \text{ yr}^{-1}$).

### 1.2 A new way of assessing the data

All of these studies concentrate their analysis on the total carbon budgets and ignore the spatial patterns. Two maps of current soil carbon of the Northern Latitudes have become available: the Harmonised World Soil Database, HWSD and the Northern Circumpolar Soil Carbon Database, NCSCD. These show quite strong spatial patterns across the region. It is possible that correlations of these patterns with factors that might affect soil carbon such as soil temperature, moisture and vegetation productivity and type, may reveal the drivers of soil-carbon accumulation.

Soil carbon changes very slowly, especially in the cold Northern Latitudes. Some of the soil carbon in this region may have been laid down in conditions that are not reflected in current climate patterns. Before attempting to understand the interaction of soil carbon with climate, we need to study the previous several thousand years climate and land history in relation to the processes that affect the soil carbon store.

### 1.3 Climate and land-history of the Northern Latitudes

During the ice age, over half of the Northern Latitudes (Canada and Western Siberia) was covered in massive ice-sheets, leaving the land surface with no soil of vegetation, just rock. The current organic soil and vegetation cover of the ice-covered areas can only be as old as the Holocene (6000 years old, the date of the Last Glacial Maximum – LGM). The rest of the area has soils that are much older – up to 500,000 years old (see Jones et al., 2010) or, in the case of the Yedoma on the north coast of Siberia, over a million years old (these soils were blown in to the region). The depth of these pre-Holocene soils can be as great as a kilometre deep, although only the top
several meters are thermally active as the ice-free regions coincide with the permafrost regions, a relic of the pre-Holocene ice ages.

By studying the age of carbon from 6 rivers, Gustafasson et al. (2011) was able to infer the age of the soil carbon in different regions of Siberia. They are (travelling eastward), Kalix: 560 years, Ob: 3000 years, Yenisey: 1500 years, Lena: 7500 years, Indigirka: 6000 years and Kolyma: 5600 years. This indicates that, roughly speaking, the soil carbon is older in the East. This spatial map of soil carbon age tallies with the history of the ice-sheets in Western Siberia and permafrost in Eastern Siberia, described above.

However, this climate and land history may not be reflected in the surface soil carbon. According to Jones et al., 2010, the rate of accumulation of soil carbon in the Arctic is of the order of 1 mm per year. This estimate tallies with figures from Prentice et al. (1993) of the changes in terrestrial carbon storage since the last glacial maximum. Peat deposits are on average 2–3 m thick, which implies a history of the order a few thousand years. So the observed top 1 m soil carbon store has all been laid down since the ice-age, probably over the last 1000 years. Thus the top 1 m of soil of most of the area represents more recent climate history, not the ancient history. Indeed, despite the contrast in paleo climate conditions across the Arctic, the soil carbon maps of the top 1 m of soil show no evidence of the east–west gradient of the existence of the ice-caps or of the permafrost (Fig. 1a and b). The exception to this is the high-soil carbon of the Yedoma soils in the north east of Siberia. These soils were not generated from local processes, but instead have been blown in. The cold temperatures have preserved them from a much earlier era (1 million years).

The climate history of the past 100 years is more uniform across the region: the average surface temperature in the Northern Latitudes increased by approximately 0.1 °C decade⁻¹ (see IPCC, 2013). This information can be used to assess how the carbon stocks have varied over the last century, but only with a model that can successfully establish the processes that have lead to the current patterns of soil carbon.
2 Analysing spatial patterns of observations to infer correlations

To facilitate a visual qualitative analysis, we have collated and plotted together a series of maps of variables (temperature, precipitation, plant productivity and vegetation-type) that could affect soil carbon, alongside the two maps of soil carbon available for this region: Harmonized World Soil Database (HWSD) and the Northern Circumpolar Soil Carbon Database (NCSCD) (Tarnocai et al., 2009). Figure 1 shows all of these together and the following sub-sections aim to analyse the spatial correlation of these maps in a qualitative and quantitative way.

2.1 Two soil maps

The two maps of soil carbon down to 1 m show different total amounts of carbon that are assumed to be in the top 1 m of soil. According to Todd-Brown et al. (2013), NCSCD estimates of soil carbon in the top 1 m are between 380 and 620 Pg and HWSD is 290 Pg. This difference in totals is reflected in the maps (Fig. 1a and b): the NCSCD map has a scale that goes up to 80 kg C m\(^{-2}\) while the HWSD maps only goes up to 30 kg C m\(^{-2}\). This difference makes merging of these products a dangerous exercise as the NCSCD only covers northern, colder latitudes and incorrect relationships between soil carbon and temperature can be inferred from the apparent north–south gradient of soil carbon, which is in fact manufactured by the merging of these two products.

Despite the difference in amount, there is a similarity in the spatial pattern of the soil carbon. There are 3 or 4 maxima that occur across these regions in both maps and they seem to coincide with each other. The major exception to this is the high levels of soil carbon in the NCSCD map in East Siberia. This is probably the Yedoma soils referred to in Sect. 1, which were laid down millions of years ago.
2.2 Spatial patterns of the drivers of soil carbon

The meteorology and plant processes and dominant vegetation type of the area have some clear gradients that can be summarised as follows:

- The temperature (Fig. 1d, from the WFD, Weedon et al., 2011) has a north south gradient being cooler in the north than the south. In addition, there is an east–west gradient in Eurasia where the east is cooler than the West.

- The precipitation (Fig. 1e, from the WFD, Weedon et al., 2011) has an east west gradient in Eurasia, with the east being drier than the west. The Americas have a south-east to north-west gradient with the north-west being drier than the south-east. There is also a maximum on the west coast of Canada in British Columbia.

- The vegetation productivity (Gross Primary Productivity, GPP: Fig. 1f from Jung et al., 2011) follows the rain but with a reduction in the very cold regions of the north. This results in a maximum in the mid latitudes (45 to 60) in Europe and spreading across the forests of Siberia. In the American continent, there is a maximum in south eastern Canada and on the west coast in British Columbia.

- The vegetation cover (Fig. 1g) has a band of needle leaf trees at a latitude between 60 and 65° N, with grasses (representing grass and crops) south of that band and dominant bare soil with some shrubs above that band.

None of these patterns bear any resemblance to the patterns of soil carbon described in Sect. 2.1 with the 3 or 4 patches of soil carbon maxima. Not only is it unlikely that any single driving variable is responsible for soil carbon, it is also unlikely that combinations of these driving variables could be found that would pick out the soil carbon maxima shown in Fig. 1a and b.
2.3 Spatial patterns of wetlands

Figure 1c shows the maps of wetlands given by Lehner and Döll (2004): the Global Lakes and Wetlands Database (GLWD). It is clear from this map that there are 4 large wetland areas in this study area. Table 1 gives their location and the name used in this paper: Alaska, North West Territories, Hudson Bay and Yenisei Wetlands.

From a visual inspection, it can be seen that the areas of the major wetlands in the Northern Latitudes do correlate to the areas of the soil carbon maxima. The table highlights where these correlations are strongest.

To some extent this correlation may not be a coincidence as the soil carbon maps will use information about the landscape to extend the point measurements of soil carbon up to the global scale. So that the presence of wetlands may inform the soil carbon maps itself. However, even if this is the case, the soil carbon map makers, whether objectively or subjectively, consider wetlands to be a prime factor in determining the soil carbon and this correlation is therefore something that the models ought to be able to replicate.

2.4 Analysis of spatial patterns

To better quantify the correlation between soil carbon and possible drivers, in Fig. 2 we have plotted the soil carbon against air temperature (which represents the closest thing we have to the observed soil temperature over the top 1 m) and wetland extent shown in Fig. 1c. We have also plotted the number of cells that make up this plot, to highlight that the results are based on a very small sample of data and so to urge caution.

This plot emphasises what we have already seen in the maps, that there is a strong correlation between soil carbon and wetlands that is not seen for instance in the temperature. This result informs the model experiment described in Sect. 3 and the analysis of results in Sect. 4.

A visual inspection (more analysis is given in Sect. 4) of these plots highlight the functional relationship between soil carbon and temperature and wetlands. Because
they do not depend on the spatial location, they can be used to analyse model outputs where the location of the wetlands may be in errors for reasons that do not concern this study or affect the conclusions. The relationship portrayed by these plots can therefore be compared directly to the observations.

3 Method and modelling

3.1 Overall methodology

The aim of this paper is to establish the relative importance of the temperature and moisture fields on the spatial patterns of carbon accumulated in the soils in the Northern Latitudes. It is not possible to do this by studying correlations, as they cannot diagnose cause and effect. Instead, a model that explicitly represents the evolution of soil carbon as it responds to climate, via an interaction with the hydrology and vegetation processes of the region can be used. A land surface model such as JULES (Joint UK Environment Simulator – see Appendix A) is ideal as it represents the soil carbon gains and losses via changes in litter-fall and heterotrophic respiration respectively explicitly. Heterotrophic respiration is predominantly dependent on temperature and moisture which are modelled explicitly, although there are large uncertainties in the relationships. Other factors such as disturbance (Grosse et al., 2011) and fire are not included in the land–surface model used in this study. However, the pattern matching discussed in Sect. 2 to highlights the importance of wetlands in this region, which is therefore the focus of our study.

The overall methodology is to drive the model with observed meteorological forcing for the 20th century (using the WATCH Forcing Data, WFD, see Weedon et al., 2011), reaching an equilibrium soil carbon that is representative of the last thousand years and then to run the model forward for the full 20th century to represent conditions at the end of the 20th century when the observations of soil carbon were taken. The method is described briefly in Sect. 3.3 and more fully in Appendix A. By introducing
different parameterisations of the dependencies of the soil respiration to moisture and temperature and then comparing the patterns of resulting soil carbon to the data, we aim to distinguish the key factors in determining the accumulation of soil carbon in this region.

Study of the correlations of the observed soil carbon maps with the soil temperature and moisture conditions (see Sect. 2) suggests that one of the key processes controlling near-surface soil carbon is the presence of wetlands, wherein the saturated soils suppress decomposition. In the following descriptions, there will be a focus on that aspect of the model. An ideal mechanistic wetland model is not yet available within JULES, but in this study, we are able to carry out model simulations with a parameterised wetland model. This enables us to test the hypothesis that wetlands are important to near-surface soil carbon, and the results can be used to prioritise model development.

### 3.2 Model setup

Choices have to be made about how to set the model up. In this case we chose to use observed land cover maps and observed variations in leaf area so that the only aspect land surface controlled by the model is the soil temperature and moisture.

We followed the method proposed by Lawrence and Slater (2008) for including organic soil parameters into the Brooks and Corey soil hydraulic equations and applied the LSH (based on Topmodel) rainfall-runoff module within JULES. The carbon contents which are used to define areas of organic soil are taken from the observed soil carbon maps (see Fig. 1) and the topographic index calculated using a 1 km topographic database. The model options for soil respiration dependency on soil temperature were set up as described in Jones et al. (2005), which uses the soil temperature at 20 cm depth (second soil layer in the model).

The model diagnoses the wetland fraction of each grid cell as a function of the mean soil moisture in the cell and the topographic index. This is used to alter the soil moisture moderator of heterotrophic respiration as described in Sect. 3.4.
3.3 Modelling soil C and spin-up

The overall methodology adopted is to find the equilibrium soil carbon based on the climate and atmospheric CO$_2$ concentration of the first two decades of the 1900s. The equilibrium is where there is a balance between the modelled litter-fall from the vegetation fields (specified from satellite data), and the modelled soil respiration. This “equilibrium” state is then used as the starting point for a 100 year simulation with the observation-based global climate including changes in the atmospheric CO$_2$. This is called the “transient” run. The patterns of soil carbon at the end of the 1900s are then analysed.

Simulation of soil C storage by JULES is described in detail by Clark et al. (2011). Briefly, in JULES, soil C stocks are modelled as a balance between C inputs from vegetation litterfall and C losses from soil respiration which returns CO$_2$ to the atmosphere. JULES simulates soil C decomposition using first-order kinetics that determines the turnover rates of four (labelled “$i$” in the following equation) soil C pools. These four pools comprise decomposable (DPM) and resistant plant material (RPM), microbial biomass (BIO), and humus (HUM). Decomposition is determined by a specific respiration rate for each pool, by the carbon content of each pool, $C_i$, and by temperature, $F_t$ and moisture availability $F_s$ and the vegetation fraction $F_v$ (see Eqs. 1 to 5).

$$R_i = \kappa_i C_i F_t F_s F_v$$

where $\kappa$ is 10 for DPM, 0.3 for RPM, 0.7 for BIO and 0.02 for HUM.

The soil C pools have very slow response times, especially in the high Northern latitudes where short seasons and low temperatures slow the system down. This means achieving an equilibrium state in these regions can take thousands of years, which is both time and computationally expensive. Therefore, we use an “accelerated decomposition” procedure to find our C equilibrium state that is described in Koven et al. (2011) and Thornton and Rosenbloom (2005). The principle is based on the fact
that the respiration (output) is linearly proportional to the value of $\kappa$ and the total amount of C in the store and the litterfall (input) is independent of C and $\kappa$. This means that if the value of $\kappa$ is reduced by a factor, then the value of C will be increased by the same factor, leaving the value of $R$ unchanged. The time the store takes to reach equilibrium is defined by $\kappa$, which is the turnover rate of the store. These vary by a huge amount (see above) with the slowest (HUM) at 3 orders of magnitude slower than the fastest (DPM). In JULES, we therefore set all the turnover rates to equal the fastest rate (10 per annum), and then, at the end of the equilibrium run, scale the carbon stores with the ratio of the values of $\kappa$. (Tests were performed with a full spin-up leaving the $\kappa$ values unchanged, and the results were the same). The methodology is summarised in Appendix A.

3.4 Model equations

There are two possible options in the model for the temperature moderator. One is termed the $Q_{10}$ function and is given by

$$F_t = Q_{10}^{(T_s - 282.4)/10}$$

The other is termed the RothC function and is given by

$$F_t = \frac{47.9}{1 + e^{106/(T_s - 254.85)}}$$

These temperature functions are graphically illustrated in Fig. 3. The soil moisture moderator is a piece-wise linear function given by

$$F_s = \begin{cases} 
1 - 0.8(s - s_0) & \text{for } s > s_0 \\
0.2 + 0.8\left(\frac{s - s_{\min}}{s_0 - s_{\min}}\right) & \text{for } s_{\min} < s \leq s_0 \\
0.2 & \text{for } s \leq s_{\min}
\end{cases}$$
where \( s \) is the unfrozen soil moisture, so the optimum soil moisture: \( s_0 = 0.5(1 + s_w) \) where \( s_w \) is the wilting point and \( s_{\text{min}} = 1.7s_w \). The upper soil moisture branch of this function (where \( s > s_0 \)) aims to represent the suppression of heterotrophic respiration as the soil moisture approaches saturation. This function is graphically illustrated in Fig. 3.

The impact that vegetation cover has is given by

\[
F_v = 0.6 + 0.4(1 - v)
\]

where \( v \) is the vegetation cover. See Clark et al. (2011) for details.

These functions use global constants. Values for \( Q_{10} \), for example, are determined because they generate the right atmospheric \( CO_2 \) concentrations. There is some uncertainty of these values, and to some extent they can be tuned to get the required results. The shapes of the curves however cannot be tuned and they, with the spatial patterns of soil temperature and moisture, determine the final spatial patterns of soil carbon. We will explore these in the following section. The two temperature functions are used throughout. The soil moisture function in particular may be very uncertain. Falloon et al. (2011) showed that land surface models use a wide variety of functions for this moderation and we introduce yet another variation here in this study (see Sect. 3.5).

### 3.5 Modelled wetland fraction and impact on heterotrophic respiration

Wetlands are generally a sub-grid phenomenon since they do not cover the full 50 km square grid box. In the JULES model they are inferred from the mean soil moisture as the ratio of the mean soil moisture in the top 10 cm to the saturated soil moisture. It is possible to either use the unfrozen fraction or the total soil moisture. In these analyses we use the total soil moisture.

To explore the role of wetlands on soil carbon, a simple model experiment was performed. The model was run as described above, but an alteration was made whereby the area of the grid that was deemed to be a wetland \( (F_{\text{wet}} = s/s_{\text{sat}}) \), where \( s_{\text{sat}} \)
would have zero respiration. The grid box respiration including the effect of wetlands, $R_w$, was therefore given by:

$$R_w = R \cdot (1 - F_{\text{wet}})$$  \hspace{1cm} (6)

## 4 Results

### 4.1 Comparison of model result with observed wetlands and GPP

It is not possible to validate every aspect of the model, as either we do not have the data to do so, or it is not relevant to the question we are studying. For instance, we do not have a readily available map of soil temperature across this region. However, since the model is being driven by observation-based data on temperature at 2 m, it is likely that the soil temperature will not be too different from the 2 m temperature and therefore not that far wrong.

Other aspects of the model however can be compared with observations. An observational based map of wetlands is available (Lehner and Döll, 2004: the Global Lakes and Wetlands Database, GLWD) which can be used to compare with the model. In Sect. 2, the observation-based map of wetlands, frozen and unfrozen, was shown in Fig. 1c. It was clear from that map that there are 4 large wetland areas in this study area. Table 1 gives their location and the name used in this paper: Alaska, North West Territories, Hudson Bay and Yenisei Wetlands.

In Sect. 2, Fig. 1f showed some maps of observed gross primary productivity (GPP) derived from Flux data (Jung et al., 2011) which can be used to assess if the spatial patterns modelled carbon inputs to the soil are about right. They had a maximum in the mid latitudes (45 to 60) in Europe and spreading across the forests of Siberia. In the American continent, there was a maximum in south eastern Canada and a much smaller maximum on the west coast in British Columbia.

The same maps, but this time model derived, are shown in Fig. 4. Note that the scale for the wetland fractions is half that in the modelled Fig. 4a compared to the
observation-based Fig. 1c, while the scale for the GPP is the same in both Figs. 4b and 1f.

Figure 4a shows that the wetlands in the model are to some extent reproduced in the model: the key wetland areas are captured with the Alaska and Hudson Bay wetlands being modelled reasonably well. The North West Territories wetlands are underestimated and instead the model simulates an extensive wetland area to the east of that region. The Yenisei wetlands are captured, but again extensive extra wetlands areas are simulated to the east of that region.

However, the modelled wetlands only cover about half the grid boxes as a maximum while the observed wetlands often fill the grid. This disparity of the size of the wetland areas (as opposed to their extent, which is over estimated) will affect the resulting modelled results and tend to lead to an underestimate of the soil carbon. It is possible that the wetlands are underestimated due to the lack of lateral flow in the model, so the only water received within a grid cell comes from the precipitation and none from the upstream rivers.

It is not the intention in this study to model the exact location of the wetlands. Rather (and later in this section) we wish to model the impact that wetlands have on soil carbon. Therefore this mismatch in location does not affect our analysis and it is beneficial that there are a number of wetland areas at the same latitudes as the observations so that we can compare like with like with the effect of temperature and soil moisture on soil carbon.

Figure 4b shows the modelled GPP from the JULES model. A comparison with observations (Jung et al., 2011 as described above) suggests that the simulated GPP matches reasonably well, with maxima in the temperate Europe (latitudes 45 to 60) and spreading into Siberia. The model also captures the maximum in southern Canada, although it is lower on the coast. The greatest anomaly is that the model simulates large values of GPP on the west coast of Canada in British Columbia compared to the observations. The model also does not capture some of the maximum values observed in west Europe (UK and France). However, the spatial patterns are well
captured and from this we can assume that the modelled carbon inputs to the soil are reasonably correct, and that the heterotrophic respiration term will contribute the largest uncertainty to the equilibrium soil carbon.

4.2 Analysis of modelled spatial patterns of soil carbon

In the first instance, the standard version of JULES using the soil moisture and temperature functions described in Sect. 3 is used to simulate the soil carbon in this region. The results for the two temperature functions, $Q_{10}$ and RothC are shown in Fig. 5.

An initial viewing of the soil carbon suggests that the amounts are too low. The maximum modelled soil carbon using the RothC formula is only 30 kg C m$^{-2}$ and for the $Q_{10}$ formula only 20 kg C m$^{-2}$ while the observed values reach 40 kg C m$^{-2}$ in the HSWD dataset and up to 80 kg C m$^{-2}$ for the NCSCD dataset.

As mentioned previously, the total amounts of carbon anyway are uncertain and it is possible to tune the model to fit the values. So to some extent this result has little meaning.

The spatial patterns however are more robust in the data and the ability of the model to match that is the basis for this analysis. The modelled soil carbon shows little spatial correlation with the two observed maps. The RothC model result shows a maximum in the western Canada, the British Columbia region which had a high value of GPP, and some maxima in Eastern Europe at the latitude of 60°. The $Q_{10}$ has the same locations for their maxima but the values are much lower.

To assess the causes of the patterns, the same plots were made of the soil carbon against the modelled wetland fraction and the air temperature and shown in Fig. 5c and d. This was done so that the results are insensitive to the modelled location of wetlands (see Sect. 5.2) which may be in error. The results of this analysis compared to the same analysis with the observations show a distinct lack of sensitivity to the wetlands which was such a strong part of the observations (see Fig. 2a and c).
4.3 New wetland-function on heterotrophic respiration

A simple representation of the impact of wetlands on heterotrophic respiration: that is completely suppresses it, was made in the model and the results are shown in Fig. 6.

Figures 6 a and b show the new spatial maps of soil carbon using the two soil temperature functions RothC and $Q_{10}$ and the new wetland function, Eq. (6) It is clear that the high values of soil carbon in Western Canada are still present in this simulation and altering the response to wetland areas has not affected this region (which is to be expected). However, we can also see an increase in the soil carbon in some of the key wetland areas. For the RothC simulation, Alaska has an increase, parts of the North West Territories, the Hudson Bay close to the coast, and a slight increase in the Yenisei wetland region. For the $Q_{10}$ simulation, a similar but less pronounced result.

The plots of the soil carbon against the modelled wetland fraction and the air temperature (Fig. 6c and d) give a picture of the advances that have been made. While the high levels of soil carbon at high temperatures are still there (cf Fig. 5c and d), there is now an increase of soil carbon in the areas where wetlands are modelled, which is beginning to approach the patterns displayed by the observations (Fig. 2a and c).

To get a clearer idea of the role of wetlands and soil temperature on soil carbon, the results from the wetland/temperature plots were analysed in a linear form (see Fig. 7). The mean values of soil carbon against wetland fraction and against air temperature were analysed. The statistical methods used are described in Appendix B1.

The observations (Fig. 7a and b) show, as inferred from the maps, that there is a clear correlation between soil carbon and wetland fraction (to some extent this is not coincidental as the soil carbon maps are inferred from the wetland map) and a non-linear relation with air temperature. The reduction of soil carbon with high temperatures is due to the increase of respiration (see Fig. 3) while the reduction with low temperature is due to the implicit reduction in GPP.

It is interesting to note is how the models compare with this very simple analysis. The temperature functions are similar but have an optimum at about 0°C for RothC
and about 5 to 10 °C for $Q_{10}$, which is much higher than the observations which both have an optimum at temperatures below freezing.

The modelled response to normalised wetland fraction is also very different: there is a slight negative correlation between soil carbon and soil moisture in the default version of JULES, and a positive, but small, correlation in the Wetland-respiration-suppression version of JULES. The low value of the slope is to some extent explained by the fact that the wetlands are half the size (cover half the fraction of the grid) compared to the observed wetlands. Since the $x$ axis is the normalised wetland fraction this will result in a lower slope of the curve.

It would be possible to tune the results to fit the observations more nearly, but since there are aspects to the model (such as wetland size) that are not the subject of this study, it was adequate to show that the patterns rather than amount of carbon can be reproduced with a simple treatment of wetland fraction in the model.

5 Discussion of missing processes in land surface models

5.1 Missing processes: hydrology

In Todd-Brown et al. (2013) studied the causes of variation in soil carbon simulations from the Earth system models. The total amount of soil carbon simulated was well within the uncertainty of the data (which itself is very large – see above), but the distribution bore no resemblance to either of the global-soil carbon datasets available. In general, the models seem to show a greater soil carbon amount in East Siberia than West Siberia in strong contrast to the observations. The authors suggest that this may be due to the fact that the model soil carbon is too dependent on the temperature of the soil (the cold regions store carbon, the warmer regions have a reduced soil carbon due to higher respiration rates) and that more small-scale impacts of the land surface are necessarily ignored when using models of this scale.
The processes that have been ignored are mainly related to the local and large scale hydrology. The soil wetness plays a major role in the soil carbon decomposition and therefore on the retained soil carbon. The Northern Latitudes are very wet as can be witnesses in the satellite products of the area (see Prigent et al., 2012) and few models are able to represent this is the subject of much research and it is likely that improvements can be made in the near future. For instance the soil characteristics of these regions are often peaty and this soil type is not often included in land surface models. The inundation of the large rivers that traverse these flat regions is not modelled, but there are new model versions that include this process.

As mentioned previously, there is large uncertainty in the role that soil moisture plays in heterotrophic respiration (see Falloon et al., 2011) and this paper highlights the uncertainty at the very high end of soil moisture where is becomes saturated. Wania et al. (2009) also modify the moisture response specifically for boreal wetlands. Given the sensitivity of simulated soil respiration to these functions, and the inherently different properties of permanently inundated soils, it is not surprising that using global constants to simulate soil C losses fails to capture the observed spatial heterogeneity.

5.2 Missing processes: microbiology

JULES does not consider the role of microbes in SOC decomposition, as this is implicit in the pool specific decay constants used. Recent work, however, suggests that explicitly representing microbial processes would allow simulation of feedback mechanisms between the environment and microbial communities, improving estimates of SOC change in the future and feedbacks in the carbon–climate system (Allison et al., 2010; Wieder et al., 2013).

Mahecha et al. (2010) find a global convergence of $Q_{10}$ values for respiration across terrestrial biomes of $\sim 1.4$. They suggest that factors that co-vary with temperature can confound the estimation of $Q_{10}$ values, leading to oversensitivity of ecosystem metabolic processes to temperature. Consequently they argue for the determination and use of intrinsic rather than apparent temperature dependencies of respiration.
Currently, in the majority of land-surface models this is not possible, since most do not include sufficient process representation of soil C turnover to allow consideration of confounding factors such as microbial/enzymatic controls of decomposition.

It is possible that improving the microbial modelling in land surface model (and JULES in particular) would improve the spatial patterns of soil carbon. The Fig. 7 showed that the modelled response to soil temperature was not the same as the observed, as very briefly discussed in Sect. 4.3.

6 Conclusions

This study showed that there is a correlation between the spatial maps of observed soil carbon and the observed wetlands. The correlation with temperature was weak.

The weak correlation with temperature may be due to fact that the positive effect of an increase in vegetation productivity in the warmer southern parts of this region on soil carbon inputs are cancelled by the increased soil respiration in these warmer regions.

The stronger correlation with wetland fraction implies a significant role of wetlands in the long term accumulation of soil carbon in the Northern Latitudes. This may be due to the suppression of soil respiration due to the saturated conditions, which over even a small area has a large impact on the total soil carbon of the region.

To explore the way the wetlands affect soil carbon, a land surface model was used to reproduce the equilibrium soil carbon in the Northern Latitudes. This model is able to predict with some accuracy the location of the wetlands and the spatial patterns of vegetation productivity. However, in its default setting, it is unable to predict the co-location of the high soil carbon with the wetland fraction.

The model was only able to reproduce a similar correlation between soil carbon and wetland fraction if an additional soil-respiration suppression factor was added to the existing code.
The overall soil carbon in the model was underestimated, but the study did not attempt to calibrate the model any further. Instead, this study concludes by highlighting the impact of the wetlands on the spatial correlation of wetlands and soil carbon.

This study highlights the role of hydrology and its interaction with biogeochemistry on the carbon budget of this region. The importance of wetlands on soil carbon is of great significance to many scientific questions. For instance, as the Northern Latitudes warm over the coming decades, the presence of wetlands is likely to change. The increased warming may dry out the area, while the melting of the permafrost may cause more wetlands to be created. The impact that this has on the total carbon budget needs to be understood.

The results can only be appropriate only to the Northern Latitudes where the soil carbon processes are dominated by the cold temperatures that suppress the soil respiration. Tropical regions may have a completely different correlation with temperature, vegetation and soil moisture.

Appendix A:

Spin up:

We used the Used WATCH-ER40 met. forcing 2° × 2° 1901 to 1910 period of forcing used for spin-up.

To get the vegetation carbon up to equilibrium we:

– spin the equilibrium-vegetation for 1901 to 1910 ×10 cycles,
– spin the dynamic-vegetation for 1901 to 1910 ×10 cycles.

To get the soil carbon up to equilibrium we then:

– changed decomposition rates to fastest pool,
– spin Accelerated Decomposition 1901 to 1910 ×10 cycles,
Multiply soil C pools by scale factors to get back to the fully spun-up soil C pool sizes.

Spin-up uses a fixed 1901 CO₂ concentration.

The transient run is from 1910 to 2001 and uses a changing CO₂ – monthly atmospheric CO₂ concentration. 1958 onwards from Mauna Loa (www.esrl.noaa.gov/gmd/ccgg/trends/). These data are monthly. 1901 to 1958 from SRES A2 scenario.

Analysis period for model output was 1991 to 2001.

Appendix B:

B1 Statistical analysis

For plotting and analysis, observed and modelled wetland fraction and air temperature were binned, and the mean soil C calculated for each bin. Observed and modelled soil C and wetland fraction were normalised for easier comparison between the two, given the large differences in modelled and observed values. Observed and modelled data were analysed using linear regression or ANCOVA as appropriate, using the statistical software R (R Development Core Team, 2011). Levels of significance for explanatory variables were taken as \( P < 0.05 \).

B2 Results (see stats_plots.pdf)

1. Observed Soil C (NCSCD = red triangles; HWSD = black circles) “v” Observed Wetland fraction (GLWD) (top left plot).

A significant positive correlation between soil C and wetland fraction was found in both observed datasets (NCSCD soil C = 0.40 + 0.41 \cdot \text{wetl.frac}, \( r^2 = 0.72 \), \( F \)-test: \( F_{1,7} = 18.21, P = 0.003 \); HWSD soil C = 0.11 + 0.28 \cdot \text{wetl.frac}, \( r^2 = 0.6 \), \( F_{1,7} = 10.50, P = 0.014 \)).
2. Observed Soil C (NCSCD = red triangles; HWSD = black circles) “v” Observed Air Temperature (top right plot).

The relationship between soil C and air temperature showed significant non-linearity, and was best described by a quadratic model for both datasets (NCSCD $F_{1,10} = 21.24$, $P = 0.001$; HWSD $F_{1,14} = 18.45$, $P = 0.0007$). Both datasets generally showed higher soil C at lower temperatures ($<0^\circ$C), with soil C declining at higher temperatures ($>0^\circ$C) and extreme low temperatures ($<-15^\circ$C).

3. Modelled Soil C “v” Modelled Wetland fraction (bottom left plot)

ANCOVA analysis (analysis of covariance) showed that modelled soil C from all model runs (RothC and $Q_{10}$ temperature response functions, with and without the wetland respiration rate modifier) were significantly correlated with wetland fraction, but the direction of the relationship changed if the model run was made with or without the wetland respiration rate modifier (RothC $F_{1,17} = 7.48$, $P = 0.015$; $Q_{10}$ $F_{1,17} = 5.91$, $P = 0.027$). Using the RothC or $Q_{10}$ temperature response function and no rate modifier, modelled soil C decreased with increasing wetland fraction, whereas switching on the respiration rate modifier in the model generated increased soil C with increasing wetland fraction.

4. Modelled Soil C “v” Air temperature (bottom right plot)

All models display significant non-linearity in the response of modelled soil C to air temperature:

RothC (black) – ($F_{1,14} = 60.08$, $P = 1.97 \times 10^{-6}$)

RothC 2 (red) – ($F_{1,14} = 40.11$, $P = 1.85 \times 10^{-5}$)

$Q_{10}$ (green) – ($F_{1,14} = 16.53$, $P = 0.001$)

$Q_{10}$ 2 (blue) – ($F_{1,14} = 12.89$, $P = 0.003$)
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Table 1. Name of wetland used in this study with location and strength of correlation with soil carbon.

<table>
<thead>
<tr>
<th>Name of wetland</th>
<th>Longitude</th>
<th>Latitude</th>
<th>Correlation with Soil C max in HWSD</th>
<th>Correlation with Soil C max in NCSCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alaska</td>
<td>150–160° W</td>
<td>60–70° N</td>
<td>Some</td>
<td>Only on north slope</td>
</tr>
<tr>
<td>North West Territories</td>
<td>110–120° W</td>
<td>55–65° N</td>
<td>Yes</td>
<td>Yes with extra maxima further north</td>
</tr>
<tr>
<td>Hudson Bay</td>
<td>80–100° W</td>
<td>50–60° N</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Yenisei Wetlands</td>
<td>70–90° E</td>
<td>60–65° N</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
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Figure 1. (a) Soil carbon based on the Harmonized World Soil Database (HWSD) at 2° × 2° resolution; (b) Soil carbon (0–100 cm depth) from the Northern Circumpolar Soil Carbon Database (NCSCD) (Tarnocai et al., 2009) at 1° × 1° resolution; (c) Wetland fraction (maximum extent) based on the Global Lakes and Wetlands Database (GLWD) (Lehner and Döll, 2004) at 1° × 1° resolution; (d) Air temperature at 2° × 2° resolution from the WATCH forcing data; (e) Precipitation at 2° × 2° resolution from the WATCH forcing data; (f) Mean GPP 1991 to 2001 from Jung et al. (2011); (g) Dominant vegetation cover in each grid cell used to force JULES (ICE is ice, BS is bare soil, LK is lake, URB is urban, SH is shrub, C4 is C4 grass, C3 is C3 grass, NT is needleleaf tree and BT is broad leaf tree).
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Figure 2. (a) and (c) Mean, normalised soil C (HWSD and NCSCD) against binned observed air temperature (actual values, °C), and observed wetland fraction (normalised) based on GLWD; (b) and (d) $n$ is the number of model grid cells that fall within each bin.
Figure 3. (a) Relative soil respiration rate against soil temperature for the two forms of temperature rate modifier used in JULES (\(Q_{10}\) where \(Q_{10} = 2.0\), and RothC); (b) relative soil respiration rate against the unfrozen soil moisture content as a fraction of saturation (sthu) for the moisture rate modifier used in JULES.
Figure 4. (a) Modelled wetland maximum extent (frozen and unfrozen) for comparison to GLWD; (b) modelled mean annual GPP.
Figure 5. (a) Modelled soil C using the RothC temperature response function; (b) modelled soil C using the $Q_{10}$ temperature response function; (c) and (d) mean normalised soil C (RothC or $Q_{10}$) against binned mean air temperature and wetland fraction based on GLWD.
Figure 6. (a) Modelled soil C using the RothC temperature response function; (b) modelled soil C using the $Q_{10}$ temperature response function. Both simulations were modified to account for the impact of wetlands on soil respiration by multiplying the model temperature and moisture response functions by 1 – wetland area; (c) and (d) mean normalised soil C (RothC or $Q_{10}$) against binned mean air temperature and wetland fraction based on GLWD.
Figure 7. Line plots of the binned soil carbon against binned, normalised wetland fraction (a and c) and air temperature (b and d) for observations (a and b) and the model (c and d).