Climate vs. carbon dioxide controls on biomass burning: a model analysis of the glacial-interglacial contrast
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Abstract

Climate controls fire regimes through its influence on the amount and types of fuel present and their dryness; CO\textsubscript{2} availability, in turn, constrains primary production by limiting photosynthetic activity in plants. However, although fuel accumulation depends on biomass production, and hence CO\textsubscript{2} availability, the links between atmospheric CO\textsubscript{2} and biomass burning are not well known. Here a fire-enabled dynamic global vegetation model (the Land surface Processes and eXchanges model, LPX) is used to attribute glacial-interglacial changes in biomass burning to CO\textsubscript{2} increase, which would be expected to increase primary production and therefore fuel loads even in the absence of climate change, vs. climate change effects. Four general circulation models provided Last Glacial Maximum (LGM) climate anomalies – that is, differences from the pre-industrial (PI) control climate – from the Palaeoclimate Modelling Intercomparison Project Phase 2, allowing the construction of four scenarios for LGM climate. Modelled carbon fluxes in biomass burning were corrected for the model’s observed biases in contemporary biome-average values. With LGM climate and low CO\textsubscript{2} (185 ppm) effects included, the modelled global flux was 70 to 80% lower at the LGM than in PI time. LGM climate with pre-industrial CO\textsubscript{2} (280 ppm) however yielded unrealistic results, with global and Northern Hemisphere biomass burning fluxes greater than in the pre-industrial climate. Using the PI CO\textsubscript{2} concentration increased the modelled LGM biomass burning fluxes for all climate models and latitudinal bands to between four and ten times their values under LGM CO\textsubscript{2} concentration. It is inferred that a substantial part of the increase in biomass burning after the LGM must be attributed to the effect of increasing CO\textsubscript{2} concentration on productivity and fuel load. Today, by analogy, both rising CO\textsubscript{2} and global warming must be considered as risk factors for increasing biomass burning. Both effects need to be included in models to project future fire risks.
1 Introduction

Burnt area, the primary aspect of biomass burning that is most relevant to the carbon cycle since it determines carbon fluxes to the atmosphere (Prentice et al., 2011a), is controlled primarily by fuel availability and secondly by fuel dryness (Krawchuk et al., 2009; Krawchuk and Moritz, 2009, 2011; Aldersley et al., 2011; Moritz et al., 2013; Bistinas et al., 2013). Both of these are influenced by climate: short-term stochastic climate variability (weather) controls ignitions and fuel moisture and hence fire starts and fire spread; long-term climate controls vegetation type and productivity, and hence fuel production (Dale et al., 2000; Flannigan et al., 2000; Bowman et al., 2009; Harrison et al., 2010). However, vegetation type and productivity are also directly and independently influenced by atmospheric CO$_2$ levels (Farquhar, 1997; Cowling, 1999; Prentice and Harrison, 2009). This opens up the possibility that changes in atmospheric CO$_2$ levels, for example over the 20th and 21st centuries as a consequence of human activities (Denman et al., 2007), could have an impact on biomass burning (Koch and Mooney, 1996; Moritz et al., 2005; Harrison et al., 2010).

Progress in differentiating between these large-scale controls of fire could be made by evaluating changes in fire regimes with the help of global vegetation-fire models that (a) represent the controlling processes and their interactions mechanistically, and (b) have been shown to reproduce major spatial and temporal patterns in fire regimes as observed from space. However, direct observations of changes in global biomass burning are too short to discriminate between climate and direct CO$_2$ effects on fire regimes: the most reliable remotely-sensed record of burnt area is derived from MODIS, which started in 2000 CE (Giglio et al., 2010). Thus an alternative approach is required to evaluate whether changes in CO$_2$ could significantly influence biomass burning, making using of palaeodata that document the response of fire regimes to climate changes on geologic timescales.

Sedimentary charcoal records provide information about changes in fire regimes with, in some cases, annual and more generally multi-decadal resolution. When ap-
propriately processed (Power et al., 2010), these records can be combined to provide composite regional or global records (see e.g. Power et al., 2008; Marlon et al., 2009; Daniau et al., 2010, 2012; Mooney et al., 2011) of glacial-interglacial changes in fire regimes. Power et al. (2008) analysed charcoal records covering the last 21 000 yr. Although regional patterns in the change in fire regimes between the Last Glacial Maximum (LGM, ca 21 000 yrs ago, 21 ka BP) and present differ, globally fire was low at the LGM and until about 16 000 yr BP, after which there was a gradual transition to the higher levels of fire characteristic of the Holocene. Daniau et al. (2012) confirmed this global pattern with an analysis of a more extensive data set, and showed that it could largely be explained in terms of changing temperature and moisture controls. Specifically, they showed that fire increased monotonically with temperature, and peaked at intermediate moisture levels. Changes in fire regime, both at a regional and global scale, tracked the glacial-interglacial increase in temperature. The strong correlation between biomass burning (indexed by charcoal abundance) and local temperature and moisture regimes obviously reflects climate controls on productivity, fuel accumulation and fuel dryness. However, the glacial-interglacial transition was also characterised by an increase in CO₂ and it is difficult to distinguish the effects of temperature increase (driven in part by rising CO₂) from the ecophysiological effects of rising CO₂ on primary production (Prentice and Harrison, 2009; Bennett et al., 2013) based on these analyses of the observations alone.

It is, however, possible to use process-based model experiments to distinguish the two effects. For example, Harrison and Prentice (2003) showed using the BIOME4 model that ecophysiological CO₂ effects are required to account for the extent of the reduction in global forest cover during glacial times. Using the same general approach and model, Bragg et al. (2013) showed that observed changes in the stable carbon isotope signature of vegetation in southern Africa are dominated by ecophysiological CO₂ effects. Prentice et al. (2011b) demonstrated that the LPX model produced realistic patterns of biome distribution at the LGM when driven by climate outputs from four coupled ocean-atmosphere general circulation models from the Palaeoclimate Modelling
Intercomparison Project Phase 2 (PMIP2) and with the observed LGM atmospheric CO₂ level; but they did not analyse the modelled fire regimes, nor did they explicitly separate climate and CO₂ effects on vegetation.

Here, we apply the LGM climate scenarios used by Prentice et al. (2011b) to drive the LPX model (Prentice et al., 2011a). Our aim was to demonstrate whether a qualitatively realistic simulation of the patterns of biomass burning at the LGM vs. pre-industrial time could be obtained by modelling; and, if so, to assess the extent to which the well-documented increase in global biomass burning from the LGM to the Holocene could be explained by climate change alone, vs. the alternative of climate change together with the ecophysiological effects of increasing CO₂.

2 Methods

LPX (Prentice et al., 2011a) was developed from the Lund–Potsdam–Jena SPread and InTensity of FIRE (LPJ-SPITFIRE) model (Thonicke et al., 2010), which in turn was a development of the original LPJ (Sitch et al., 2003; Gerten et al., 2004) dynamic global vegetation model. LPJ simulates vegetation dynamics, and land-atmosphere exchanges of water and CO₂, using a set of nine plant functional types (PFT): tropical broadleaved evergreen tree, tropical broadleaved raingreen tree, temperate needleleaved evergreen tree, temperate broadleaved evergreen tree, temperate broadleaved summergreen tree, boreal needleleaved evergreen tree, boreal broadleaved summergreen tree, C3 perennial grass, and C4 perennial grass. Each PFT has different dynamics in terms of production and physiological responses to climate. Photosynthetic activity depends on water availability, atmospheric concentration of CO₂ and insolation, and the net productivity accounts for carbon loss through respiration (Sitch et al., 2003).

LPJ-SPITFIRE and LPX were designed to improve on the simple representation of fire in LPJ by explicitly modelling the rate at which fire spreads as a function of physical properties (including dryness) of the fuel, and responses of the vegetation itself (including different mortality mechanisms) to the intensity and combustion efficiency of fires.
Litter drying is calculated using a simplified form of the Nesterov Index, and fire spread follows the Rothermel equations (Rothermel, 1972). Thonicke et al. (2010) described the full set of equations and parameters in the fire component of LPJ-SPITFIRE, and Prentice et al. (2011a) documented the modifications made in LPX. Although LPJ-SPITFIRE accounts for both natural and human ignitions, lightning is the only ignition source in LPX. Only allowing natural ignitions is appropriate for palaeo-simulations when potential human ignitions are not of key importance on a global scale. LPX produces reasonable simulations of fire regimes under modern conditions, including the spatial and seasonal patterns of burnt area (Prentice et al., 2011a). Kelley et al. (2013) by quantitative comparisons against a set of benchmarks showed that both LPJ and LPX produce a good simulation of vegetation characteristics (e.g. fraction of absorbed photosynthetically active radiation, fAPAR; net primary productivity, NPP; gross primary productivity, GPP; vegetation cover; canopy height), carbon fluxes, and runoff. However, LPX produces a much better simulation of the spatial and temporal patterns of burnt area than LPJ.

We used outputs from four coupled ocean-atmosphere models: HadCM3M2, MIROC3.2, FGOALS-1.0g and CNRM-CM33 to derive LGM climate variables for LPX. The LGM simulations were run following the PMIP2 protocol (Braconnot et al., 2007), with orbital parameters for 21 ka BP, expanded ice sheets and changes in land-sea geography specified from Peltier (2004), and greenhouse gas concentrations derived from ice-core records (CO$_2$: 185 ppm, CH$_4$: 350 ppb, NO$_2$: 200 ppb). The control is a pre-industrial (PI: 1750 CE) simulation, with greenhouse gas concentrations corresponding to 1750 CE (CO$_2$: 280 ppm, CH$_4$: 760 ppb, N$_2$O: 270 ppb) and orbital parameters set to 1950 CE values (the difference in insolation patterns between 1750 and 1950 CE is negligible). Anomalies (i.e. the difference between LGM and PI gridded values) of monthly temperature, precipitation and cloudiness were bilinearly interpolated to the 0.5° grid used by LPX and then added to detrended values of these variables for the period 1900 to 1950 from the version TS 3.0 of the Climate Research Unit (CRU) data set. This results in a high-resolution LGM climate scenario, preserving inter-annual
variability, for each model. Although several other modeling groups ran LGM simulations in PMIP2, the four selected models are representative of the range of simulated LGM climates (Harrison et al., 2013). Furthermore, Prentice et al. (2011a) have already shown that they produce a reasonably good simulation of global vegetation patterns as shown by pollen-based reconstructions.

To show the overall impact of changes in CO$_2$ on vegetation distribution, we use an algorithm that converts modelled vegetation properties into 12 broad vegetation types (or biomes) based on simulated canopy height, foliage projective cover, annual mean growing degree days above a baseline temperature of 5°C, and the dominant plant functional type (Prentice et al., 2011b). We used ensemble averages of these variables for the four LGM simulations with LGM CO$_2$ and the four LGM simulations with pre-industrial CO$_2$ to derive biome maps. The pre-industrial biome distribution was simulated using the detrended CRU climate data and PI CO$_2$.

Charcoal data are used to provide regional indices of biomass burning. Because of the transformation necessarily involved in the processing of sedimentary charcoal records, the data cannot be interpreted in a strictly quantitative way. However, relative changes in charcoal index for a region give unambiguous information about the sign of change and an indication of the relative magnitude of changes between different intervals. Comparisons are made here between relative changes in biomass burning between LGM and PI, as modelled (with LGM CO$_2$ or PI CO$_2$), and as represented in the charcoal data assembled by Daniau et al. (2012) for the LGM and recent times. The charcoal-derived values are averages for the period from 22–20 ka BP to represent the LGM, and from 850 CE to 1750 CE for PI. The interval 22–20 ka BP is conventionally used to represent the LGM in syntheses of data (see e.g. Bartlein et al., 2011) and the PI interval was chosen to avoid major human influence on fire regimes (see e.g. Marlon et al., 2008). The charcoal-derived averages were compared to a 30 yr average of the simulated biomass burning. Relative changes were calculated as:

\[ R = \frac{(X - X_{\text{ref}})}{X_{\text{ref}}} \]
where $X$ is the LGM value and $X_{\text{ref}}$ is the corresponding PI value for each latitudinal band. The latitudinal bands considered are southern extratropical (SET, > 30° S), southern tropical (ST, 0° to 30° S), northern tropical (NT, 0° to 30° N) and northern extratropical (NET, > 30° N).

Although LPX simulates the main features of modern fire regimes, there are known biases: LPX tends to underestimate burnt area in forested regions and overestimate burnt area in non-forested regions (Kelley et al., 2013). The LGM to PI transition involves large changes in the relative global coverage of forests vs. other vegetation types (Prentice et al., 2011a), and thus it was necessary to minimise these biases. This was done by classifying modelled vegetation into biomes (as described above) and then calculating the ratio of multi-annual mean burnt area within each biome from GFED3 to the multi-annual mean burnt area simulated by LPX under present climate (Table 1). We applied these ratios as correction factors to the “raw” simulated burnt area in both the PI and LGM climates. We explicitly excluded agriculture and deforestation fires from the GFED data in order to derive estimates of the natural fire regime within each biome. The ratio was calculated using the following selected regions for each of the biomes:

- Tropical forest: South America, Asia, Africa
- Temperate forest: North America, Eurasia
- Boreal forest: North America, Eurasia
- Tropical savannah: North Australia, North Africa, South Africa
- Boreal parkland: Northern Eurasia, Southern Eurasia, North America
- Dry grass/shrubland: area surrounding Aral sea, Australia, Great Basin USA
- Desert: Sahara desert, Middle East, Gobi desert
- Shrub tundra: North America, Eurasia
Warm temperate forest, sclerophyll woodland and temperate parkland were not considered for this correction because their distribution is much more restricted, and not as accurately simulated.

As a further check on the realism of the simulation of the changing terrestrial carbon cycle, simulated global carbon pools (soil and vegetation) were compared with independently estimated global values, based on $^{13}$C changes from ocean sedimentary records and ice core records, for the PI (Denman et al., 2007) and LGM (Ciais et al., 2011). These estimates include an inert pool associated with permafrost. Since LPX does not simulate permafrost, our comparisons are confined to the active pool estimated by Ciais et al. (2011) and Denman et al. (2007).

### 3 Results

Simulated carbon pools (Fig. 1) are broadly in agreement with results presented by Ciais et al. (2011). According to the simulations, LGM carbon storage was reduced by 40–52% (depending on the model), comparable to the 43% reduction inferred by Ciais et al. (2011). The model results indicate that the reduction was mainly due to the ecophysiological effect of changes in CO$_2$ concentration, as carbon accumulation was similar to pre-industrial in the LGM simulations when CO$_2$ was kept unchanged at PI levels. This finding supports the suggestion of Prentice and Harrison (2009) and Prentice et al. (2011b) that an important part of the increase in carbon storage from LGM to Holocene was caused by CO$_2$ effects. The LGM simulations with PI CO$_2$ also had, on average, 88% more of the global land area covered by forest (Fig. 2). The distribution of tropical forests, in particular, was similar to present, whereas simulations using LGM CO$_2$ showed a 44–45% reduction of tropical forests, with higher levels of fragmentation – consistent with pollen records (Harrison and Prentice, 2003), and with offshore leaf-wax $\delta^{13}$C records from tropical southern Africa (Bragg et al., 2013). Net
primary production (NPP) was 24–27% higher under CO$_2$-PI for all latitude regions, in contrast with Hickler et al. (2008), which showed bigger increases of NPP in tropical regions. This is probably due to the differences in biome distribution between present (as studied by Hickler et al.) and LGM.

Figure 3 shows the simulated changes in the carbon flux from biomass burning according to biomes. Without correction for known contemporary biases (Fig. 3, top), the modelled biomass burning flux is only modestly (8–35%) reduced at the LGM (with realistic CO$_2$) relative to PI. However, bias correction (Fig. 3, middle) shows that this result is an artefact due to the greater simulated areal extent of non-forest vegetation, where the fire flux is overestimated by LPX, at the LGM. After bias correction, modelled biomass burning flux is substantially less (72–90%) under LGM conditions. Whereas tropical forests and savannahs are major sources of CO$_2$ from biomass burning under recent conditions, the modelled biomass burning flux at the LGM, even after correction, is dominated by non-forest biomes (dry grass/shrublands and boreal parklands). Once the effect of biome area is eliminated (Fig. 3, bottom), the biome most affected by higher levels of CO$_2$ is tropical savannah but tropical forest also shows a large response to increased CO$_2$. These changes are consistent across climate models although there are differences in the magnitude of the changes: FGOALS-1.0g showed the biggest differences (89.9%) in the change in tropical forests and savannahs, and MIROC3.2 the smallest (72.4%).

The modelled effect of LGM CO$_2$ in suppressing biomass burning is extremely strong (Fig. 3). In the LGM climate with PI CO$_2$ the modelled global biomass burning flux is on average greater than that for the PI climate. Its distribution among biomes is similar to that in the PI climate. With LGM climate and CO$_2$, only 5.4% of the flux originates in tropical forests and savannahs. With LGM climate and PI CO$_2$ this figure rises to 81.7%. CO$_2$ concentration also has a dramatic impact on the latitudinal distribution of simulated biomass burning (Fig. 4). The southern tropics are the predominant source in the PI and still an important source in simulations with LGM climate and PI CO$_2$, but they play only a minor role in the simulations with LGM climate and CO$_2$. 
Comparisons with charcoal data (Fig. 5) indicate that the large (generally greater than PI) biomass burning fluxes modelled with LGM climate and PI CO$_2$, especially the consistently and greatly increased fluxes in the Northern Hemisphere, are wholly unrealistic. By contrast, the modelled biomass burning fluxes with LGM climate and CO$_2$ show a pattern generally consistent with the charcoal data, with realistic reductions relative to PI in the Southern Hemisphere and the northern tropics. The only exception is that three out of the four models simulate increased biomass burning at the LGM in the northern extratropics, whereas the charcoal data show a reduction in fire.

4 Discussion

Our results suggest that the ecophysiological effect of CO$_2$ (as opposed to climate change) on biomass burning is important, and was the dominant contribution to the observed increase in biomass burning from the LGM to the Holocene. This arises because CO$_2$ is the major control on net primary production, and therefore also on the amount of fuel available and the amount of carbon that returns to the atmosphere through burning. The simulated effect is strongest in the tropics, where low CO$_2$ dramatically reduced the area occupied by forests, and the contribution of forests and savannahs to the global biomass burning flux.

When the simulations are compared with charcoal reconstructions, the simulations with LGM climate and PI CO$_2$ produce unrealistic patterns, with very high burning fluxes (compared to PI) in the northern tropics and extratropics. In contrast, the simulations with LGM climate and LGM CO$_2$ generate a plausible latitudinal pattern of changes in biomass burning. The only exception is in the northern extratropics, where three of the individual simulations (driven by outputs from the CNRM-CM33, MIROC 3.2 and HadCM3M2 climate models) showed increases relative to PI. The PMIP models generally underestimate the magnitude of observed LGM cooling and drying in the northern extratropics (Harrison et al., 2013), leading to an unrealistically extensive simulation of forest biomes across much of the region. Indeed, the relative magnitude of the overes-
estimation in northern biomass burning is consistent with the relative underestimation of the observed cooling by the four climate models: FGOALS-1.0g produces a significant (> 8 °C) zonal cooling across northern Siberia, as does HadCM3M2, but MIROC 3.2 and CNRM-CM33 simulate marked cooling only adjacent to the European ice sheet. The PMIP2 climate models used in this study are coupled ocean–atmospheric models with prescribed vegetation, and the LGM vegetation was unchanged from the PI control simulations (see Braconnot et al., 2007). The presence of forest vegetation as the land-surface condition in the simulations, rather than the observed non-forest vegetation, may provide at least a partial explanation of the simulation of warmer-than-observed LGM temperatures across much of the northern extratropics (Harrison et al., 2013).

The LPX model (Prentice et al., 2011a) has known biases: total biomass burning fluxes are over-estimated in some non-forest biomes, and under-estimated in some forest biomes, most notably the boreal forest (Table 1). There are potentially large uncertainties in the correction factors applied here due to (a) likely direct controls of the bias by climate – the method assumes a single correction factor is appropriate regardless of climate variations within biomes, and (b) the large magnitude of the corrections for some biomes. For example, the application of a correction factor > 300 for the boreal forest could have contributed to the over-estimation of LGM fires in the northern extratropics. Nonetheless, the results presented here unambiguously point to the involvement of CO₂ concentration changes in the observed major changes in global fire patterns between glacial and interglacial states of the Earth system.

The fact that fuel loads are directly affected by CO₂ changes, independent of any changes caused by changing climate, has implications for potential future changes in fire regimes. Many studies have highlighted the possibility of increased fire hazard because of climate warming (e.g. Flannigan et al., 2009); none have indicated the possibility that fire risk could increase in areas that do not experience substantial warming because the direct impact of rising CO₂ on vegetation productivity could increase fuel loads. Most projections of future fire regimes have been based on statistical modeling
approaches (e.g. Krawchuk et al., 2009; Moritz et al., 2012), which by definition cannot account for the independent effects of changes in CO$_2$ on fuel loads because there is negligible (for ecophysiological purposes) spatial variation in CO$_2$ concentration across the globe. However, available model-based assessments (e.g. Scholze et al., 2006; Harrison et al., 2010; Kloster et al., 2011), which in principle do take the ecophysiological CO$_2$ effect into account, were made using an older generation of both climate projections and vegetation-fire models. New assessments of future fire risk using more up-to-date climate scenarios and modeling tools are urgently needed.
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Table 1. Correction factors (rounded to two decimal places) for biomass burning, based on the ratio between GFED (non-anthropogenic) biomass burning and simulated biomass burning for each biome.

<table>
<thead>
<tr>
<th>Biome</th>
<th>Biomass burning ratio (GFED/SIMULATIONS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tropical forest</td>
<td>3.93 ± 1.58</td>
</tr>
<tr>
<td>Temperate forest</td>
<td>29.92 ± 5.19</td>
</tr>
<tr>
<td>Boreal forest</td>
<td>373.51 ± 115.66</td>
</tr>
<tr>
<td>Tropical Savannah</td>
<td>0.95 ± 0.13</td>
</tr>
<tr>
<td>Boreal parkland</td>
<td>3.58 ± 0.87</td>
</tr>
<tr>
<td>Dry grass/shrub</td>
<td>0.16 ± 0.13</td>
</tr>
<tr>
<td>Desert</td>
<td>0.37 ± 0.23</td>
</tr>
<tr>
<td>Tundra</td>
<td>0.09 ± 0.03</td>
</tr>
</tbody>
</table>
Fig. 1. Amount of carbon in the fast (cpool_fast) and slow (cpool_slow) decomposing carbon pools simulated by LPX when driven by climate outputs from the four LGM simulations and with either LGM or PI CO₂. The simulated carbon is compared to estimates of the total active pool made by Ciais et al. (2011).
Fig. 2. Biome distributions derived from LPX simulations for PI climate and CO₂ (top), LGM climate and CO₂ (middle), and LGM climate with PI CO₂ (bottom). The LGM simulations were driven by average climate anomalies from the four scenarios.
**Fig. 3.** Simulated carbon fluxes from fire (Pg C yr$^{-1}$) for each biome under PI climate and CO$_2$, LGM climate and CO$_2$, and LGM climate with PI CO$_2$: uncorrected results (top) and results after correction for contemporary biases (middle). To account for the differences by biome independently from the area covered by each of the biomes, the lower graph represents the biome compensated biomass burning divided by the biome area.
Fig. 4. Simulated carbon flux from biomass burning (Pg Ca\(^{-1}\)) by latitude bands, after applying the biome correction. The CRU column represents the PI simulation using CRU climatology, and the rest of the columns represent the values for each of the LGM climatologies and the two CO\(_2\) scenarios. The latitude bands are Northern extra-tropics (NET, 30–70° N), Northern tropics (NT, 0–30° N), Southern tropics (ST, 0–30° S) and Southern extra-tropics (SET, 30–70° S).
Fig. 5. Relative differences of modelled carbon flux from biomass burning by latitude bands, for LGM climate and \( \text{CO}_2 \), and LGM climate with PI \( \text{CO}_2 \), relative to PI. Relative changes in average charcoal index (from data presented in Daniau et al., 2012) are also shown.